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Abstract

The next-generation of wireless networks is required to support a myriad of new demands,

including higher data rate, lower latency, greater system capacity, massive connectivity, as

well as increased power e�ciency. Among various technologies, spatial modulation (SM)

and non-orthogonal multiple access (NOMA) have been proposed as promising technolo-

gies that can achieve high spectral and energy e�ciency. Furthermore, utilizing cognitive

radio (CR) systems and millimeter-wave (mmWave) bandwidth have been o�ered as novel

solutions to the spectrum scarcity problem. Interestingly, SM, NOMA, CR, and mmWave

can be integrated together to ful�ll some of the upcoming generation’s wireless network re-

quirements. Being able to design of reliable transceivers that can meet these requirements

is of great interest in the electronics and communications communities. Direct-conversion

transceivers are built with the objective of directly up-converting the baseband signal to

radio frequency (RF) at the transmitter and directly down-converting the received signal

at the receiver. This characteristic makes it a promising transceiver architecture due to its

small size, low cost, and more e�cient energy consumption. While these advantages are very

favourable, the direct-conversion transceivers are susceptible to some hardware impairments

(HWIs) which limits the communication system performance. In-phase/quadrature-phase

(I/Q) imbalance represents one of the most critical direct-conversion transceivers HWIs.

This thesis studies the e�ects of I/Q imbalance and improper Gaussian noise (IGN) on

the performance of modern communication system techniques. Di�erent receiver designs

are proposed to optimize the system bit error rate (BER) when the transmitter and receiver

operate under the e�ects of the I/Q imbalance in the presence of IGN at the receiver. More

speci�cally, underlay CR secondary, quadrature spatial modulation (QSM), space shift

keying (SSK), and two user NOMA receivers are studied and analyzed. Closed forms of

average pairwise error probability (APEP) and upper bound of the average BER formulas

are derived for all receivers. These formulas are derived considering the Beckmann fading

channel model, where most of the well-known fading channel models can be considered as

special cases. The proposed designs show solid performance against I/Q imbalance e�ects.

In fact, these e�ects can be totally mitigated if they exist at the receiver and can be
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signi�cantly reduced if they are at the transmitter. All analytical results are veri�ed by

computer simulations.

This thesis a�ords important results for the building of future wireless receivers. In

particular, it can be used for developing digital signal processing (DSP) chips to mitigate

the I/Q e�ects and properly treat the IGN at the receiver. Conclusively, this thesis and

the related publications can be extended to design receivers that can mitigate the e�ects of

HWIs on new promising technology. For example, the impact of HWIs on cell-free massive

multiple-input multiple-output (MIMO) and intelligent re
ecting surface (IRS) is still an

active issue.
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Chapter 1

Introduction

1.1 Background and Motivation

Due to the rapid increase of mobile devices and the ever-growing range of applications in

the Internet of things (IoT), the next-generation wireless technologies must support higher

data rate, lower latency, greater system capacity, massive connectivity, as well as increased

power-consumption e�ciency. In fact, a huge increase in the data tra�c is expected to

be seen in the next years, which might overcrowd the limited available spectrum and

substantially increase power consumption [1{3]. In order to meet these requirements, more

advanced communication technologies need to be developed and integrated to maximize

the achievable throughput and reduce the deployment cost.

Among various technologies, spatial modulation (SM) and non-orthogonal multiple ac-

cess (NOMA) have been proposed as prospective technologies to achieve high spectral and

energy e�ciency. On the other hand, exploiting the millimeter-wave (mmWave) bandwidth

and using the cognitive radio (CR) networks have been introduced as strategies to confront

the spectrum scarcity problem. Interestingly, SM , NOMA, mmWave and CR can be inte-

grated together to further increase the data rate, support the massive connectivity, achieve

lower latency communication and obtain the maximum bene�t of the available spectrum.

The advantages of SM include giving higher energy e�ciency, requiring lower receiver

complexity, having free inter-channel interference (ICI). Furthermore, it does not need
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inter-antenna synchronization and it also compatible with multiple-input multiple-output

(MIMO) techniques. On the other hand, most SM research assumes a two users scenario

while current multi-user SM receivers su�er from inter-user interference [4]. In this context,

NOMA can be used to serve a large number of users at di�erent power levels simultaneously

using the same channel resources [5, 6]. These resources can be multiplexed in the power

domain via superposition coding at the transmitter. At the receiver, one of the multi-user

detection techniques, such as successive interference cancellation (SIC), can be exploited

to cancel the inter-user interference.

mmWave has a widely available spectrum bandwidth in the range 30-300 GHz. Proper

use for this bandwidth can support a substantial increase in the data tra�c in a cost-

e�cient manner compared with the expensive and exhausted radio resources in traditional

frequency bands (below 6 GHz) [7,8]. However, communications in short wavelength bands

experience high propagation loss. To overcome this stumbling block, directional beamform-

ing using a large number of antennas can be used to compensate for this loss. Fortunately,

the signi�cant reduction in the wavelength of mmWave band can easily support the massive

MIMO technology, which is considered as a basic technology for the next-generation wireless

communication systems. While the conventional mmWave MIMO system has some prac-

tical limitations, using the mmWave SM MIMO can overcome them [9]. Di�erent works in

the literature have considered the integration of mmWave in NOMA. mmWave NOMA not

only increases the NOMA beam gain, but also covers multiple NOMA users [10,11]. More-

over, the work in [12] studied the integration of mmWave NOMA with MIMO technique,

further achieving better performance in terms of spectrum and energy e�ciency.

Hardware impairments (HWIs), such as in-phase and in-phase/quadrature-phase (I/Q)

imbalance in the radio frequency (RF) front-end, imperfect manufacturing of the high-

power ampli�er, and the non-linearity of the low noise ampli�er can dramatically degrade

the communication system’s performance [13,14]. Although all HWIs can degrade the sys-

tem performance, I/Q imbalance represents one of the most signi�cant sources of analog

impairments in high-speed wireless communication systems [15]. Speci�cally, this degrada-

tion in performance is due to the insu�cient rejection of the image frequency band [16,17].

Moreover, taking into account the e�ects of I/Q imbalance is not only important in the de-
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sign of the transceiver, but also in choosing coding techniques and in resource management

of radio communication systems [18]. Furthermore, HWIs have a negative impact on the

system secrecy [19]. It has also been reported that I/Q imbalance e�ects are more severe

at higher carrier frequencies such as millimeter-wave bands [20], which is expected to play

a major role in 5G and beyond communication systems. [2].

Three main reasons make the e�ects of I/Q imbalance critical for the next-generation

communication systems. First, the I/Q imbalance e�ects become harsher with larger sig-

nal constellations since the probability of incorrect detection increases when the distances

between the constellations becomes smaller. This is not very compatible with the next-

generation requirements, where more dense constellations are required to obtain higher data

rates. For example, IEEE 802.11ax pushes constellation density by adding 1024-QAM to

support more e�cient communications [21]. Second, �fth generation (5G) and IoT require

a massive number of connected devices. This can be supported by manufacturing low-cost

transceivers which are expected to come with poor quality [22,23]. Third, new technologies

such as mmWave might not always able to meet the standard requirements for acceptable

levels of I/Q imbalance.

3rd generation partnership project (3GPP) long-term evolution (LTE)/LTE-advanced

constrains the minimum level of the image rejection ratio (IRR) to 25 dB [24]. It was

reported in many works such as in [25,26] that the IRR values do not meet the requirements

of the standards. For example, in [26], IRR operation was measured to be around 13 and

22.5 dB for the operational frequencies of 57.5 and 64 GHz respectively. These three

points together produce a future where a massive number of connected devices can use

higher order signal constellations and depend on the mmWave range, calling to attention

the importance of designing receivers which can mitigate the e�ects of I/Q imbalance

for the next-generation wireless communication systems. In the meanwhile, modeling the

e�ects of HWIs, including the I/Q imbalance as a zero-mean circularly-symmetric complex

Gaussian random variable (RV) fails to re
ect its asymmetric characteristics. Therefore, it

is necessary to consider the e�ects of HWIs as improper RV to capture their characteristics

[27].
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The severe impact of HWIs and the shortcomings in the existing literature motivated

us to pursue the following objectives:

� Study the e�ects of I/Q imbalance and improper Gaussian noise (IGN) on modern

wireless communication technologies (SM, CR and NOMA).

� Investigate the joint e�ects of I/Q imbalance and IGN with other practical conditions,

such as imperfect channel state information (CSI) and SIC.

� Design appropriate receivers that can mitigate the e�ects of I/Q imbalance and prop-

erly treat the IGN. The obtained optimum receivers can be used a benchmark for

other sub-optimal receivers.

We tackled these objectives by:

� Developing analytical frameworks to accurately model the accumulative e�ects of the

previously discussed impairments on the technologies investigated in this thesis.

� Utilizing the maximum likelihood (ML) and widely linear equalization (WLE) tech-

niques to design the appropriate receivers.

� Formulating several Monte Carlo simulation scenarios to validate all analytical results.

1.2 Thesis Contributions

Compared to the existing literature and motivated by the importance of the thesis topic,

the contributions of this work can be summarized as follows:

1. The performance of three timely wireless communication technologies (CR, quadra-

ture SM (QSM), pace shift keying (SSK), and NOMA) is studied under the joint

e�ects of I/Q imbalance at transmitter and receiver sides alongside the existence of

IGN at the receiver side. In addition, we study the impact of other practical condi-

tions including the imperfect CSI and SIC in the existence of the I/Q imbalance.
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2. An optimal ML receiver designs that can diminish the e�ect of I/Q imbalance and

properly treat the IGN are presented and examined. Speci�cally, a closed-form ex-

pressions for the average pairwise error probability (APEP) and a tight upper bounds

of the average bit error rate (ABER) are derived. The simulated results prove that

the presented designs outperform all other existing receivers.

3. Moreover, the WLE receiver, which achieves a performance close to the optimal re-

ceiver with less complexity, is proposed and analyzed for the underlay CR. The exact

pairwise error probability (PEP) is derived and the APEP is calculated analytically.

Interestingly, the obtained results show that this receiver outperforms the traditional

ML receiver if there is I/Q imbalance at both transmitter and receiver sides. In ad-

dition, it has the same performance with the optimal receiver if the I/Q imbalance

is only at receiver side. Moreover, the computational complexities of the proposed

receivers are calculated and compared with the traditional blind receiver. Our cal-

culations show that the WLE receiver has a computational complexity close to the

blind one.

4. Morover, an exact expression is derived for the Cramer-Rao lower bound (CRLB) of

the channel estimation in the presence of the I/Q imbalance and IGN. This expression

can be used as a benchmark to predict and evaluate the performance of the estimators.

5. We �nd the APEP assuming Beckmann fading channel model. In this model, no

assumptions on the statistics of the amplitudes and phases of the fading channel are

assumed. This leads to a more general fading channel model, where most of the

well-known fading channel models can be considered as special cases of this general

model.

1.3 Thesis Outline

The rest of the thesis is organized as follows:

In Chapter 2, we introduce some relevant background on the fundamentals of com-
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munication systems architecture, complex random vectors, fading channel models. We

also brie
y introduce the various types of functional conditions of wireless communications

such as imperfect CSI, imperfect I/Q balance, and IGN. Finally, multiple access and space

modulation techniques are discussed at the end of the chapter.

In Chapter 3, the system and channel models of underlay CR are presented. Then,

optimal and WLE are receiver designs are suggested to tackle the I/Q imbalance e�ects

at the secondary system transceivers. After that, the complexity analysis of the suggested

designs are presented. The results are then discussed.

In Chapter 4, the system and channel models of QSM MIMO are presented. An optimal

receiver design to tackle the I/Q imbalance e�ects is discussed. Following that, SSK MIMO

system is discussed. Di�erent MIMO scenarios are studied in the numerical analysis and

results section.

In Chapter 5, the system and channel models of two user NOMA are presented. Then,

optimal receiver designs are derived to tackle the e�ects of I/Q imbalance at both users.

Moreover, the impacts of imperfect SIC at the user with strong channel conditions are

explored. Also, the e�ect of power allocation factor on the system performance is presented.

Finally, the results are discussed.

In Chapter 6, we o�er a summary of our investigation and some important conclusions.

We also suggest some potential topics for future research.

Appendices A and B contain the detailed proofs of chapters 3 and 4.

1.4 List of Publications

� Related to the thesis

1. M. M. Alsmadi, N. Abu Ali, M. Hayajneh, and S. S. Ikki, "Down-link NOMA

networks in the presence of IQI and imperfect SIC: Receiver design and perfor-

mance analysis,"IEEE Transactions on Vehicular Technology, pp. 1-1, 2020.

I am the main contributor of this work, and I played a leading role in the theo-

retical modeling and planning of the publication.
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2. M. Alsmadi, A. E. Canbilen, N. A. Ali, S. S. Ikki and E. Basar, "Cognitive

Networks in the Presence of I/Q Imbalance and Imperfect CSI: Receiver Design

and Performance Analysis," in IEEE Access, vol. 7, pp. 49 76549 777, 2019..

I am the main contributor of this work, and I played a leading role in the

theoretical modeling and planning of the publication.

3. A. E. Canbilen, M. M. Alsmadi, E. Basar, S. S. Ikki, S. S. Gultekin and I. Develi,

"Spatial Modulation in the Presence of I/Q Imbalance: Optimal Detector and

Performance Analysis," in IEEE Communications Letters, vol. 22, no. 8, pp.

1572-1575, Aug. 2018.

I helped in fromulating the research problem and performed the related simula-

tions and the required revisions.

4. M. M. Alsmadi, and S. S. Ikki, "SSK in the presence of improper Gaussian noise:

Optimal receiver design and error analysis," 2018 IEEE Wireless Communica-

tions and Networking Conference (WCNC), Barcelona, 2018, pp. 1-6.

I am the main contributor of this work, and I played a leading role in the theo-

retical modeling and planning of the publication.

5. M. Alsmadi, A. E. Canbilen, S. S. Ikki, E. Basar, S. Gultekin, and I. Develi,

Imperfect CSI and improper Gaussian noise e�ects on SSK: optimal detection

and error analysis," in 2018 IEEE Global Communications Conference: Signal
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I am the main contributor of this work, and I played a leading role in the

theoretical modeling and planning of the publication.

� Unrelated to the thesis

1. A. RazaCheema, M. Alsmadi and S. Ikki, "Survey of Identity-Based Attacks De-

tection Techniques in Wireless Networks Using Received Signal Strength," 2018

IEEE Canadian Conference on Electrical & Computer Engineering (CCECE),

Quebec City, QC, 2018, pp. 1-6.

I helped in the literature review and writtting the paper.
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Chapter 2

Background and Preliminaries

2.1 Communications System Architectures

Modern digital communication systems require considerable digital signal processing (DSP)

and advanced analog circuitry. On a high level, the communication system can be repre-

sented using some basic stages: starting from a bitstream at the transmitter to a physical

channel and ending with a bitstream at the receiver. This can be illustrated in Fig. 2.1. In

an I/Q-based RF transmitter, a digital signal is converted to an analog one using a digital

to analog converter (DAC). The transmitted signal is then modulated (up-converted) to a

higher RF in order to be transmitted. Consequently, there are two stages of signal pro-

cessing, digital and analog. DSP chips can perform modulation and pulse-shape �ltering in

the digital stage. Because the signal processing is performed digitally, the error is minimal.

On the other hand, in the analog stage, the signal is subject to many sources of analog

impairments. At the receiver, analog to digital converter (ADC) is required to convert the

signal from an analog signal to a digital one. In addition, the received signal is demodulated

(down-converted) to retrieve the baseband transmitted signal. The two typical approaches

to up-conversion and down-conversion are direct (homodyne) conversion, and heterodyne

(intermediate frequency) conversion.

8



�0
�R

�G
�X

�O
�D

�W
�L

�R
�Q

�8
�S

�F
�R

�Q
�Y

�H
�U

�V
�L

�R
�Q

�'�
R

�Z
�Q

�F
�R

�Q
�Y

�H
�U

�V
�L

�R
�Q

�'�
H

�P
�R

�G
�X

�O
�D

�W
�L

�R
�Q

������������������ ������������������

�'�
H

�P
�R

�G
�X

�O
�D

�W
�L

�R
�Q

�8
�S

�F
�R

�Q
�Y

�H
�U

�V
�L

�R
�Q

�0
�R

�G
�X

�O
�D

�W
�L

�R
�Q

�0�H�V�V�D�J�H
�%�L�W�V�W�U�H�D�P

�%�D�V�H�E�D�Q�G
�,���4

�%�D�V�H�E�D�Q�G
�,���4

�0�H�V�V�D�J�H
�%�L�W�V�W�U�H�D�P

�3�K�\�V�L�F�D�O
�&�K�D�Q�Q�H�O

�1�R�L�V�H

�5�)�7�U�D�Q�V�P�L�W�W�H�U �5�H�F�H�L�Y�H�U

Figure 2.1: Block diagram of a typical communication system.

The heterodyne up-conversion method uses an intermediate frequency (IF). With this

method, the baseband in-phase (I) and quadrature-phase (Q) signals �rst undergo direct

up-conversion to the IF. After that, they are mixed with an additional local oscillators (LO)

to reach the RF frequency. Fig. 2.2 expresses the heterodyne up-conversion approach.

As the �gure shows, digital up-conversion to an IF occurs �rst. Then the IF digital

signal is generated by a single DAC before being up-converted to a RF signal. Here,

the maximum RF bandwidth depends on the IF frequency. For example, for an IF of

20 MHz, the maximum RF bandwidth is 40 MHz and requires a DAC with 40 MHz of

bandwidth or greater. However, this typically requires wider bandwidth DACs, which are

more susceptible to errors. In addition, existing �lters after the multiple stages of LOs

require more complicated circuitry. Therefore, most commercial circuits are implemented

relying on direct up-conversion because of their low-cost and simplicity.

The direct-conversion transceiver is built upon the principle of directly up-converting

the baseband signal to RF at the transmitter and directly down-converting the received

signal at the receiver [28{30]. In the direct up-conversion, the digital I and Q are converted

to analog I and Q signals �rst. Then, they are mixed with respective I and Q versions

(90�degrees out of phase) of a LO. The LO frequency is the carrier frequency of the RF

signal. Finally, the translated I and Q components are summed (or subtracted) to produce
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Figure 2.2: Heterodyne up-conversion RF transmitter’s block diagram.

the �nal RF signal. Fig. 2.3 expresses the direct up-conversion approach.

In direct down-conversion, the received signal is ampli�ed by a low-noise ampli�er, and

then passed through a LO quadrature mixer. After that, I and Q parts are �ltered by LPFs

before they go through an ADC. Fig. 2.4 expresses the direct down-conversion approach.

As shown in Figs. 2.3 and 2.4, direct-conversion transceivers have a simple, low cost and


exible structure with less analog components and low power implementation [31]. Since

direct-conversion transceivers convert the RF signal directly to the baseband instead of

using an IF, it does not need either external IF or image rejection �lters [31]. Beside these

advantages, it is appropriate for higher levels of integration [13] because no need to use

IF �lters. As such, direct-conversion transceivers have attracted remarkable attention in

next-generation wireless communication system studies, which require 
exible and software

recon�gurable transceivers that are capable to satisfy demands of desired quality of service

[20]. This is directly attributable to the fact that direct-conversion transceivers require

less analog components and low power implementation. However, HWIs, such as non-

linearities, phase noise and I/Q imbalance, limit the direct-conversion transceivers system

performance in practical scenarios [20, 31, 32]. Speci�cally, they can limit the deployment

of high frequency circuitry, and result in distinct phase/amplitude errors [33]. Hence,

considering the e�ects of HWIs play a major role in the analysis of the system performance

and the proposal of e�ective compensation techniques [13].
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2.2 Complex Random Vectors

Let x be a vector of complex RVs where x = u+ jv, and u and v are two real valued

vectors of RVs. Denoting z to be the composite real random vector z =
h
uT vT

iT
. The
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mean vector �z of z is given by

�z = Efzg =

2

4Efug

Efvg

3

5 =

2

4�u

�v

3

5 ; (2.1)

and its covariance matrix is given by

Rzz = E(z� �z)(z� �z)T =

2

4Ruu Ruv

RT
uv Rvv

3

5 : (2.2)

Here, Ruu = E(u��u)(u��u)T , Rvv = E(v��v)(v��v)T , and Ruv = E(u��u)(v�

�v)T . It was shown in [34] that the complete second-order characterization of x can be

completely characterized by its augmented vector x̂, where the mean vector �x̂ and the

augmented covariance matrix Rx̂x̂ are given by

�x̂ =

2

4Efxg

Efx�g

3

5 =

2

4�u + j�v

�u � j�v

3

5 ; (2.3)

Rx̂x̂ = E(x̂� �x̂)(x̂� �x̂)H =

2

4Rxx ~Rxx

~R�xx R�xx

3

5 ; (2.4)

where the normal (Hermitian) covariance matrix Rxx is given by

Rxx = E(x� �x)(x� �x)H = Ruu +Rvv + j(RT
uv �Ruv) = RH

xx; (2.5)

and the pseudo-covariance matrix ~Rxx is given by

~Rxx = E(x� �x)(x� �x)T = Ruu �Rvv + j(RT
uv +Ruv) = ~RT

xx: (2.6)

The pseudo-covariance matrix which uses the transpose rather than the Hermitian is called

conjugate covariance matrix or complementary covariance matrix. Both the Hermitian and

the transpose covariance matrices are important to fully characterize the complex random

vector. This can be explained by noting that if u and v are perpendicular and correlated

then the diagonal of Rxx does not contain any information about the correlation between

each element of RVs in u and the corresponding RVs in v. This correlation is preserved in
~Rxx which con�rms the importance of both kinds of covariance matrices.
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De�nition 1: A zero mean complex RV is called a proper or circular RV if its pseudo-

variance is equal to zero, otherwise it is called non-circular or improper RV [35{37]. From

this de�nition, The pseudo-variance equals to zero if and only if the following two conditions

are satis�ed:

Ruu = Rvv: (2.7)

Ruv = �RT
uv: (2.8)

If x is proper RV, its pseudo-covariance matrix ~Rxx = 0 and its Hermitian covariance

matrix is

Rx̂x̂ = 2Ruu � jRuv = 2Rvv + 2jRT
uv: (2.9)

If x is a scalar RV, the (normal) Hermitian covariance of x is given by [35{37]

�2
x = �2

u + �2
v ; (2.10)

and the pseudo-covariance is given by

~�2
x = �2

u � �
2
v + j2�uv: (2.11)

However, if x is proper, then its pseudo-covariance is equal to zero. Consequently, �uu = �vv,

and �uv = 0. There are two special cases for improper RVs. Case 1 is when the real and

imaginary parts are correlated and have equal variances (identical correlated RV). Case

2 is when the real and imaginary parts are not correlated but have di�erent variances

(non-identical uncorrelated RV).

De�nition 2: The impropriety degree of a complex RV x (with �nite variance) is mea-

sured by the noncircularity coe�cient �x and de�ned as the quotient between the pseudo-

variance and the variance [35{37]. �x can be written as

�x =
�
�2
u � �2

v

�2
u + �2

v

�
+ j

�
2�uv

�2
u + �2

v

�
: (2.12)

As it can be seen from (2.12), the real part of �x measures the power di�erence between

u and v while the imaginary part measures the correlation between them. Those real

and imaginary parts are normalized. Based on this, �x is independent from the changes
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in the power of x and only it hides information about its proneness. Again, if u and v

are perpendicular and correlated then the covariance �2
x = �2

u + �2
v does not contain any

information about the correlation between u and v while this information can be found

in ~�2
x = �2

u � �2
v + j2�uv. This demonstrates the importance of both, the covariance and

pseud-variance to fully characterize the complex RV.

2.3 MGF of Quadratic Form of Noncentral Chi-Squared

Distribution

Let A denote an n�n symmetric matrix with real entries and let x denote an n�1 column

vector. The quadratic expression of a correlated Gaussian RVs vector x � N (�;�) is given

by

Q(x) = xTA x; (2.13)

where � is the mean vector and � is the positive de�nite covariance of x, and matrix A is

the quadratic matrix. Assuming y = ��
1
2 x, Q(x) can be rewritten as

Q(x) = yT�
1
2 A�

1
2 y: (2.14)

Denoting P to be an orthonormal p � p matrix which diagonalizes �
1
2A�

1
2 . This means

that P T�
1
2A�

1
2P = Diag(�1; :::; �p). As shown in [38], Q(x) can be rewritten as

Q(x) =
pX

j=1

�j(Uj + bj)2; (2.15)

where �1; :::; �p represents the eigenvalues of �
1
2A�

1
2 , b1; :::; bp = (P T��

1
2�)T , and Uj rep-

resents independently distributed standard normal RVs. Based on this, Q(x) is distributed

as a linear combination of independent noncentral (central if bi = 0) chi-square variables.

The moment generating function (MGF) of the quadratic form in (2.15) can be given

in terms of the eigenvalues of � 1
2A� 1

2 as in the following equation [38{41]

MQ(t) =
pY

j=1

1
p

1� 2t�j
exp

(

t
pX

j=1

b2
j�j

1� 2t�j

)

: (2.16)
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If � = 0 , then Q(x) is distributed as a linear combination of independent central chi-square

variables. In this case, (2.16) can be abbreviated to

MQ(t) =
pY

j=1

1
p

1� 2t�j
: (2.17)

2.4 Beckmann Channels

The complex fading coe�cient h can be expressed in terms of its real and imaginary com-

ponents as,

h =
L�1X

i=0

(hIi + jhQi ) = hI + jhQ: (2.18)

Thus, hI and hQ, which are the real and imaginary components of the fading coe�cient are

derived by assuming a su�ciently large number of random multipath components hIi and

hQi . This assumption is practical and valid, especially in a rich urban setting which may

have a large number of scattering surfaces. Central Limit Theorem states that a normalized

RV derived from the sum of a large number of independent identically distributed random

components converges to a Gaussian RV. By assuming a su�ciently large number of paths

and depending on the Central Limit Theorem [42], the fading channel can be modeled as

a complex Gaussian RV.

This topic was originally addressed by Beckmann [43, 44] in its more general form by

assuming an arbitrary mean and variance for the real and imaginary parts. h can be

modeled as CN (�h;�2
h) where the mean vector and the covariance matrix of h are given

by �h and �2
h respectively

�h =
h
�hI �hQ

i
; �2

h =

2

6664

�2
hI �h�Qh �Ih

�h�Qh �Ih �2
hQ

3

7775
: (2.19)

The joint probability density function (PDF) of the hI and hQ components is given by

fhIhQ(x; y) =
1

2��hI�hQ
p

1� �2
h

�

exp

(

�
1

2(1� �2)

��
x� �hI
�hI

�2

+
�
y � �hQ
�hQ

�2

� 2�h
(x� �hI )(y � �hQ)

�hI�hQ

�)

: (2.20)
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Table 2.1: The relation between Beckmann fading model and other fading models in the

literature. The Beckmann fading parameters are in bold.

Channels Beckman Fading Parameters

One-sided Gaussian r = 1, q = 0, K = 0, �h = 0

Rayleigh r = 1, q = 1, K = 0, �h = 0

Hoyt (Nakagami-q) r = 1, q = q, K = 0, �h = 0

Rician with parameter k r = 1, q = 1, K = K, �h = 0

Another form Rician without LoS r = 1, q = 1, K = 0, �h = �h

Making no assumptions on the statistics of the amplitudes and phases of the fading channel

(i.e., allowing hI and hQ to have di�erent means and variances, or being correlated) leads

to a more general fading channel model, where most of the well-known fading channel

models can be considered as special cases of this general model. For example, when the

quadrature components are Gaussian, uncorrelated, zero mean, and equal in variance, this

results in the Rayleigh PDF. The Rician PDF is the result when the variances are equal

and either one or both components have non-zero mean, whereas the Hoyt PDF assumes

zero means and non-equal variances. A form of the Rician distributed envelope also results

when the quadrature components are correlated but both of them have zero means [45].

Furthermore, Beckmann channel model can be described by the following parameters

q2 =
�2
hI

�2
hQ
; r2 =

�2
hI

�2
hQ
; k =

�2
hI + �2

hQ

�2
hI + �2

hQ
; 
 = �2

hI + �2
hQ + �2

hI + �2
hQ : (2.21)

As in Rician fading model, the parameter K indicates the ratio between the line of sight

(LoS) and non-LoS power. Moreover, as in Hoyt (Nakagami-q) fading model q2 measures

the power imbalance between the quadrature non-LoS components. The parameter r2

indicates the power imbalance between quadrature LoS components. Finally, the parameter


 indicates the average power of the fading channel. Table. 2.1 shows the relation between

Beckmann fading model and other fading models in the literature.

To study the e�ect of fading channel h on the wireless communication system, the
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envelope of the channel is needed. h in (2.18) can be given as

h = Rej�; (2.22)

where R =
p

(hI)2 + (hQ)2 and � = tan�1(hQ=hI) are the envelope and phase of h, respec-

tively. The envelope’s PDF of R can be given as [46]

pR(r) =
r

2�hI�hQ
exp
h
�

1
2
��2

hI

�2
hI

+
�2
hQ

�2
hQ

+
r2

2�2
hI

+
r2

2�2
hQ

�i 1X

n=0

"nIn( r2

4�2
hI
� r2

4�2
hQ

)

[( r�hI�2
hI

)2 + ( r�hQ�2
hQ

)2]n
�

(

I2n

 s�r�hI
�2
hI

�2
+
�r�hQ
�2
hQ

�2
!)

nX

k=0

�kCn
k

h�r�hI
�2
hI

�2
�
�r�hQ
�2
hQ

�2in�k�
2
r2�hI�hQ
�2
hI�

2
hI

�k
)

;

(2.23)

where, Cn
k is the binomial coe�cient, In(�) is the n-th order modi�ed Bessel function of the

�rst kind where

"n =

8
><

>:

1; if n = 0

2; if n 6= 0
; (2.24)

�k =

8
><

>:

0 if k is even

2(�1)k=2 if k is odd
: (2.25)

2.5 Imperfect CSI Model

In practical systems, the exact CSI is not available at the receiver and one of the channel

estimators such as ML or mean square error estimators is used to get a channel estimate. In

this case, the channel estimate in the presence of imperfect CSI can be modeled as [47{53]

h = ĥ+ e; (2.26)

where ĥ is the channel estimation and e is the channel estimation error. Here we assume

that h and ĥ are jointly ergodic and stationary Gaussian processes. Further, assuming or-

thogonality between the channel estimate and the estimation error. Note that the variance

of e includes the information of the channel estimation quality [47{53].
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This thesis studies practical scenarios of di�erent wireless communication systems.

These practical scenarios including imperfect CSI, imperfect SIC, I/Q imbalance, and ad-

ditive IGN at the receiver. It was shown in our works [54, 55] that the channel estimation

error can be modeled as an improper RV if the receiver noise is IGN and as a proper RV if

receiver noise is proper Gaussian noise (PGN). In addition, it was shown that the channel

estimation error when using an optimal estimator that considers the I/Q parameters at

the transmitter/receiver can be modeled as a proper RV even though the I/Q imbalance

changes the receiver noise from PGN to IGN. Based on this, the channel estimation error

in the presence of IGN can be modeled as CN (0;�2
e) where the covariance matrix �2

e is

given by

�2
e =

2

6664

�2
eI �e�Qe �Ie

�e�Qe �Ie �2
eQ

3

7775
:

Here, it is worth noting that �2
e indicates the quality of the estimation and its value depends

on the channel dynamics and the estimation method.

2.6 I/Q Imbalance Model

The direct-conversion architecture is widely used in low-cost, low-power transceivers in

modern wireless systems. However, HWIs of practical systems occur at LO, phase shifter

and I/Q mixer. Consequently, due to the imperfections: 1) the phase di�erence between

the I and Q parts of the transmitter and/or receiver signals might not be exactly 90 degrees

which is called phase imbalance, 2) small variations might be between the amplitude of the

I and Q parts of the signal at the transmitter and/or receiver, which is called amplitude

imbalance. Then, I/Q imbalance can dramatically a�ect the system’s performance by

changing the transmitted signal at the transmitter or corrupting the received signal at the

receiver.

Let us explain how the amplitude and phase imbalances a�ect receiver performance.

Denoting �r and �r to be the receivers’ amplitude and phase imbalances respectively. The
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carrier signal of an imbalanced LO with carrier frequency fc can be represented by

xLO(t) = cos(2�fct)� j�r sin(2�fct+ �r): (2.27)

considering the exponential representations of cosine and sine (2.27) can be written as

xLO(t) = K1e�j�fct +K2ej�fct; (2.28)

where K1 = 1
2(1 + �re�j�r) and K2 = 1

2(1 � �rej�r) are the I/Q imbalance parameters

at the receiver. Considering the transmitted passband wireless signal �s(t), which is sent

across a wireless channel. Such a passband signal can be described analytically as �s(t) =

2<fs(t)e2�fctg. Here, s(t) is the complex baseband representation of the transmitted signal.

From [56], the received signal can be detected by using a low pass �lter (LPF) for the signal

f�s(t):sLO(t)g. Based on this, the received impaired signal can be given by

y(t) = K1s(t) +K2s�(t): (2.29)

Therefore, in indirect-conversion receivers, the impact of I/Q mismatch can be seen as

a self-image problem, where the complex conjugate of the baseband interferes with the

baseband signal itself.

The e�ects of I/Q imbalance at the transmitter can be explained using the same logic

as at the receiver. By denoting �t and �t to be the transmitters’ amplitude and phase

imbalances respectively, the carrier waveform of an imbalanced LO can be represented by

xLO(t) = cos(2�fct) + j�t sin(2�fct+ �r): (2.30)

Therefore, the interpretation of self-image e�ects at the receiver is also applicable at the

transmitter side, and the output of the transmitter under the e�ects of I/Q imbalance is

s(t) = G1x(t) +G2x�(t); (2.31)

where G1 = 1
2(1 + �tej�t) and G2 = 1

2(1� �tej�t) are the I/Q imbalance parameters at the

transmitter side.
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Assuming a narrowband signal model, and assuming I/Q imbalance exists at both the

transmitter and receiver sides, the transmitted baseband signal x is received as

y = K1(
p
Ehs+ n) +K2(

p
Ehs+ n)�

= K1[
p
Eh(G1x+G2x�)] +K2(

p
Eh[G1x+G2x�)]� +K1n+K2n�

=
p
E[(K1G1h+K2G�2h

�)x+ (K1G2h+K2G�1h
�)x�] +K1n+K2n�; (2.32)

where h is a 
at-fading wireless channel, E is the transmitted energy, and n is the noise

at the receiver. The term
p
E(K1G1h + K2G�2h�)x is the signal part, and the term

p
E(K1G2h + K2G�1h�)x� is the image part. This image is treated as a self-interference

signal. The IRR (which is known as signal-to-interference ratio (SIR)) can be calculated

from (2.32) and given by

IRR =
jK1G1h+K2G�2h�j2jxj2

jK1G2h+K2G�1h�j2jx�j2
: (2.33)

If we disregard the e�ect of the channel (i.e., assume that h = 1), then the above equation

can be simpli�ed to

IRR =
jK1j2jG1j2 + jK2j2jG2j2

jK1j2jG2j2 + jK2j2jG1j2
: (2.34)

If the I/Q imbalance is at the transmitter side only, then K1 = 1 and K2 = 0 and IRR is

given as

IRR =
jG1j2

jG2j2
: (2.35)

If the I/Q imbalance is at the receiver side only, then G1 = 1 and G2 = 0 and IRR is given

as

IRR =
jK1j2

jK2j2
: (2.36)

If there are no I/Q imbalances at the transmitter or receiver, then IRR goes to 1, this

is the ideal case. Fig. 2.5 shows that small changes in I/Q parameters lead to signi�cant

changes in the IRR values. Equation (2.34) shows that the signaling constellation does not

have any e�ect on the IRR value. At the same time, it is well-known that the I/Q imbalance
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Figure 2.5: IRR values versus the amplitude mismatch and the phase imbalance. This

�gure assumes the transmitter and receiver have the same level of I/Q impairments.

e�ects become harsher with bigger signal constellations since the probability of incorrect

detection increases when the distances between the constellations becomes smaller.
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Figure 2.6: The result of phase imbalance when �t;r = 10�, �t;r = 1, and SNR=23 dB.
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Figure 2.7: The result of amplitude imbalance when �t;r = 0�, �t;r = 1:5, and SNR=23 dB.

Figs. 2.6 and 2.7 show the e�ects of the phase and amplitude imbalance on the 16-

QAM constellation diagram. The result of the phase imbalance appears as a rotation of

the constellation diagram in the I/Q plane. The result of the amplitude imbalance appears

as a stretching or shorting of the I component of symbols along the I axis. Fig. 2.8

illustrates the e�ects of the I/Q applied to the 4-QAM and 64-QAM signal constellation

diagrams when �t;r = 5� and �t;r = 1:2. As this �gure shows the constellation impaired

received symbols overlap with the baseband transmitted symbols when using 64-QAM.

This means it may be impractical to obtain the baseband symbols when using the blind

receiver to detect signals with higher modulation orders.

2.7 IGN Model

A zero mean complex RV is called a proper or circular RV if its pseudo-variance is equal

to zero, otherwise it is called non-circular or improper. More details about this topic can

be found in Section 2.2. Consequently, zero mean additive white Gaussian noise (AWGN)

at the receiver is PGN if its real and imaginary parts are correlated and/or have di�erent
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Figure 2.8: The result of transmitter and receiver I/Q imbalances applied to the 4-QAM

and 64-QAM signal constellation diagrams when �t;r = 5�, �t;r = 1:2, and SNR=23 dB.

variances. The scattering diagrams in Fig. 2.9 give more insight information about the

relation between the real part (x) and imaginary part (y) of the complex RV. There are

two special cases for IGN. First is when the real and imaginary parts are correlated and

have equal variances, case 3 in the �gure. Second is when the real and imaginary parts are

not correlated but have di�erent variances, case 2. Case 1 represents the PGN while case

4 represents the general case of the IGN.

Examining the e�ects of HWIs on the system performance and choosing the proper

detection designs requires a general model that can represent the wide range of HWIs.

HWIs are modeled mostly in the literature as a proper Gaussian term at the transmitter and

receiver [15, 57{64]. In several recent works, more general models are used to describe the

HWIs. In these models, the HWIs are represented as improper Gaussian RVs [13,14,27,33].

In addition, a more generalize model of AWGN at the receiver where the noise is assumed

to be IGN was used in some works in the literature [65{67].

This thesis models the nonlinear e�ects of HWIs as a combination of I/Q imbalance and

IGN. This assumption is justi�ed in our design because, as stated before, I/Q imbalance
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Figure 2.9: The scattering diagrams of zero mean additive white Gaussian noise. x is the

real part and y is the imaginary part.

is one of the most signi�cant source of nonlinear impairments in modern communication

systems and all other impairments can be modeled as IGN with di�erent variances for its

real and imaginary parts.

2.8 Multiple Access Techniques

Multiple access techniques can be divided into two main schemes: orthogonal multiple

access (OMA) and NOMA. When using OMA techniques, a single user is served in each

orthogonal resource block. These orthogonal resources can be the time as in the time

division multiple access (TDMA), the frequency as in the frequency division multiple access

(FDMA), or the code as in the code division multiple access (CDMA). Hence, the maximum

number of concurrently supported devices in an OMA scheme is limited by the number of

orthogonal resources.
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