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Abstract 
 

Electrochemistry, a field revolving around charge transport, is omnipresent in our every-day life. 

It is found in batteries, water treatment, medicine, and food processing, to name a few. Water 

dissolves more substances than any other liquid and is consequently easily polluted. Self-evidently, 

drinking water quality is crucial to our health. Water disinfection refers to any process that removes 

pathogens from drinking water.  Electrochemical treatments are one of the processes used for water 

disinfection and are advantageous wherewith required chemicals are formed in situ, while needing 

less and in some cases no other additional chemicals. Porous electrodes are becoming increasingly 

prevalent in electrochemical systems due to enhanced features such as reaction kinetics and mass 

transport.  The arising complexity of the electrochemical processes at the pore-scale, involving 

multicomponent reactive flow, poses numerous challenges to the currently available experimental 

methods and  the macro-continuum mathematical models. This work is aimed at the development 

of pore-scale numerical model using the Lattice Boltzmann Method and focuses on anodic 

oxidation under the aqueous condition. Historically, iodine has been used as a disinfectant for 

wounds as well as water. Excess consumption however can have adverse health effects such as 

thyroid disease. Using potassium iodide for water disinfection allows for iodine to be produced 

via anodic oxidation and then consumed through cathodic reduction. The relationship between 

concentrations, flow rates and potentials are investigated in a flow-through porous electrode. 

Based on the dilute solution theory, with the assumption of excess supporting electrolyte and 

electroneutrality, the current is described by Ohm’s law while migration is assumed to be 

negligible. Butler-Volmer kinetics are employed at the solid-liquid interface. The consumption of 

iodide and production of iodine are described via a reaction source/ sink added to the concentration 
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probability distribution function, respectively. The model is initially tested in one dimension and 

is shown to agree with the finite element results. It is then extended to two-dimensional porous 

geometry which is randomly generated following Gaussian distribution and separated into active 

and inactive nodes for interfacial reactions. The results showed that decreasing Re from 5 to 0.1 

resulted in a 300% iodine production increase, while decreasing porosity from 0.9 to 0.7 yielded 

only 15% increase. The effects of decreasing porosity on iodine production may, however, be 

hindered by the structure of the solid matrix. The results indicate that the flow regime has a far 

greater effect than porosity changes in the 0.1 ≤ Re ≤ 5 and 0.7 ≤ λ ≤ 0.9 ranges.   
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Chapter 1 

Introduction 

1.1  Motivation 

Water and energy, in the present state of the world, are irrevocably intertwined. Their relationship 

can be viewed as analogous to symbiosis. Symbiotic relationships are classified into three 

categories: mutualism, commensalism, and parasitism. Mutualism, where both reap benefits from 

the relation to the other and commensalism, where one benefits and other is unaffected, are 

certainly the most attractive from the conservation, sustainability, and self-sufficiency point of 

view. To be labeled as either, the significant amount of water required to generate and use energy, 

would need to be returned to its original state, while energy required for water provision fully 

recovered or there was a way to generate electricity while treating water [1]. Unfortunately, 

because of natural constraints that arise and are associated with the phenomena pertaining to the 

use of energy and water resources, to the best of the authors knowledge, none of those are currently 

possible on the required scale. Thus, the only relationship classification that can be assigned is 

parasitic, where for one to benefit the other must be harmed or with water and energy association, 

depleted. 

From a historical perspective the ubiquity of water in human existence is not a novel concept be 

any means, certainly a requirement for life. It has depended on for agriculture, transportation, 

hygiene and recreation since antiquity, however societal transformations due to advancements 
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such as the steam engine, science, mass production, and digital technology have radically changed 

our being. Over the past century water consumption has increased by a factor of 6 [2]. In 2015, per 

day, the U.S alone consumed 503 billion liters of water for thermoelectric power, 446 billion litres 

for irrigation and 147 billion litres for potable water, totalling 1218 billion litres [3]. By 2050 

global water demand from manufacturing is projected to increase 400%, 140 % from thermal 

power generation and 130% from household use, for 55% increase [4] . Presently, 1.42 billion 

people live in areas with high or extremely high water vulnerability, 450 million of those are 

children. By 2030, 700 million people could be displaced because of extreme water scarcity[5]. 

Fresh water constitutes for ~3% of worlds water resources, of which only 0.3% is found in lakes 

and rivers while the rest is confined in the ice caps and underground aquifers, some are unreachable 

with the technologies or not economically viable [6]. The other 97% of water resides primarily in 

the oceans, containing salt it is unsuitable for many applications. Groundwater supplies have been 

reported to be diminished by a rate of extraction at 1-2% per year globally while an estimated 21 

of the world’s 37 largest aquifers identified as severely over-exploited [7] .  

As the world continues to progress towards increased use of clean energy technologies, focusing 

on lowering anthropogenic emissions, its coincidence with decreased water demand is not explicit. 

Some energy technologies such as solar photovoltaics and wind do not require heat to make 

electricity and therefore have little to no water dependency while renewable energy sources, such 

as concentrated solar power and geothermal, use heat to drive a steam cycle require water for 

cooling. Depending on the cooling technology, water withdrawals and consumption can be 

equivalent to conventional power plants and in some instances doubled with integrating carbon 

capture and storage equipment [8]. Another example of progress, energy and water consumption 

is the ever increasing dependence on internet services, where the information communication 
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technology (ICT) sector is expected to grow from reported 18.4 to 29.3 billion devices by 2030 

[9]. The millions of servers housed in massive data centres all require power and cooling where in 

some instances, 57% utilize potable water. The analysis of energy and water consumption of the 

ICT sector is still infant and uncertain; however, it highlights the importance of insight on the 

footprint of emerging technologies none the less.  

All processes involved in water distribution, collection and treatment depend on energy. Seawater 

desalination and wastewater treatment are the most energy-intensive processes in the water sector.  

It was estimated that roughly 120 million tonnes of oil equivalent (Mtoe) of energy was used 

worldwide in the water sector in 2014. About 60% of that energy was consumed as electricity, 

corresponding to a global demand of 4% of total electricity consumption, which was equivalent to 

the total electricity consumption of Russia. Of the electricity consumed, the largest amount was 

used for the extraction of groundwater and surface water (around 40%), followed by wastewater 

treatment (including collection) with 25%. In developed countries, the largest share of water-

related electricity consumption (42%) was used for wastewater treatment. 

It was estimated that wastewater treatment consumes ~ 200 TWh or 1% of global energy 

consumption. Some of the factors influencing energy consumption are the treatment level, 

contamination level and energy efficiency of the process used. Insufficient treatment poses 

significant human and environmental health risks. Extensive treatment and increased water 

demand correspond to appreciable energy requirement. 

Potable water treatment process typically involves the use of mechanical screens and 

sedimentation to remove effluents, followed by passage through filters to a storage tank where it 

gets disinfected after which it is pressurized. Some common disinfection techniques include, 

ozone, ultra-violet irradiation (UVI), chlorination and chloramination [10]. While a very effective 
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disinfectant, ozone breaks down rapidly and is unsuitable for distribution systems [11]. UVI is 

largely used with other processes as its main targets are bacteria and other pathogens [12] . Having 

gained popularity since the 1990’s, studies on the effect of UVI on bacterial communities, 

however, remain scarce. UVI’s advantage is in the absence of potentially harmful by-products, a 

common issue with chemical disinfection processes. Chlorination and its sibling chloramination, 

have been most widely used, but since the discovery that chlorine use can cause the formation of 

halogenated hydrocarbons identified a need for alternatives [13]. One of those alternatives are 

Advanced Oxidation Processes (AOPs) which in the most catholic sense, deal with oxidation 

methods involving aqueous solutions wherein the target pollutant is destroyed because of the 

intermediary production of highly reactive species that are indiscriminatory to their target [14][15]. 

The myriad of organics and inorganics that today’s waste and filtration systems are exposed to 

requires targeted processes, involving various reactions. Some instances exist where the 

intermediary products remain after treatment and may be even more toxic than the initial 

compounds. A subset of AOP, Electrochemical Advanced Oxidation Processes (EAOPs), which 

can be broadly described as the local formation of oxidants by-way-of reduction/oxidation (redox) 

reactions at the electrode surface [16], is attractive in addressing that issue because it relies on 

electron transfer between the contaminant and the anode during oxidation, and similarly for 

heterogeneous radical production [17]–[21].  

The major advantage is in leu of the electron being a clean reagent. Other types of EAOP include 

photo-electrocatalysis, electro-Fenton, photoelectron-Fenton and sonoelectrolysis and can be 

applied to effluents with chemical oxygen demand (COD) between 0.1-100 g L-1. 

One of the strong oxidizing agents is periodate which is generated by iodate oxidation and can be 

regenerated back to iodate through reduction, during the water disinfection process [22][23]. 
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Disinfectant concentration is of special interest since excess amounts of strong oxidizing agents 

such as iodine can cause considerable health risks such as thyroid disease [24]. Electrochemical 

disinfection with 0.1 to 1mM iodate has been reported to be very effective in E.coli removal [25] 

and the consumption risk associated with that concentration range addressed in [26]. 

Consequentially, a need for evaluation of concentrations in the ppm (10-6) range is presented. 

For the water disinfection process involving anodic oxidation and cathodic reduction, reactors 

using porous electrodes are preferred over conventional electrolytic reactors because of their high 

surface area. Larger surface area allows low current densities at the electrode/electrolyte interface, 

while maintaining high reaction rates compared to planar electrode reactors [27]. Depending on 

the flow structure, porous electrodes can be classified as: flow-by and flow-through [28]. The flow-

through reactors, wherein the electrolyte flows directly through the pores, yield higher reaction 

rates, and are considered more advantageous. Another reactor distinction is its polarity [29] . 

Bipolar systems are characterized by the electric current and the cell voltage fed to the terminal 

electrodes on the opposite sides of the reactor. Meanwhile, monopolar reactors, have electrodes 

that are connected to the current rectifier in a parallel circuit.  

The arising complexity of the electrochemical processes at the pore-scale, involving 

multicomponent reactive flow, poses many challenges to the currently available analytical 

methods. Because of the ‘black-box” nature of flow-through porous electrodes, applied potential, 

electrical potential against a reference electrode, flow behaviour, electrode material requirement, 

chemical and electrochemical kinetics, pressure and compression variation effects are just some 

of the examples exhibiting experimental challenges. For instance, the reference electrode ideally 

needs to be as close as possible to the point of interest. However, its incorporation into a porous 

electrode is almost unfeasible since it would change the flow, amount of material used and 
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potentially total current, to name a few. Tracing dyes can be used for pore and throat flow 

investigation but require sensitive and consequently expensive technology. Computational 

modelling provides an alternative efficient tool for experimental shortcomings. Continuum based 

mathematical models using finite element and finite volume analysis are common approaches in 

numerical simulations but are unable to resolve the pore-scale dynamics. This limitation presents 

a need to develop a numerical model that can explore electrochemically reactive flow of a dilute 

solution, specifically aqueous potassium iodide, in a flow-through porous electrode at the pore-

scale. 
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1.2  Objective 

This work develops a model via the Lattice Boltzmann Method (LBM) with a focus on newly 

developed redox surface kinetics . The goal is to build a model capable of  numerically 

investigating electrochemically reactive flow within porous media, the pseudo-porous and the 

physical structure. Pseudo-porous refers to the modelling of porous media by applying effective 

parameter corrections to account for porosity, as will be seen in Chapter 4. The model extension 

to include the porous structure is followed.  The interfacial kinetics are consistent under both 

conditions and are based on the generic elementary surface reaction, as seen in equation 1,  which 

can be used for any similar reactions.  For this research iodide/iodine redox couple is used based 

on the previously mentioned need for electrochemical studies involving Iodine species in the ppm 

range.    

 𝑂 + 𝑒− 𝑅  (1) 

One of the biggest challenges to modelling redox surface reactions is the absence of a 

dimensionless number suitable for the outlined problem. Damkohler number (Da), a dimensionless 

number relating reaction rate to transport rate, is unsuitable for this problem because of the spatial 

rate variation within flow-through porous electrodes. Thus, in-house dimensional analysis is 

required, seen in Chapter 4, to establish a relationship between the fluid dynamics and the 

electrochemical phenomena within porous media. Then use the derived relationship, to 

numerically study surface reactions. The developed model is to be used to study the 

electrochemical behaviour of a cell using the pseudo-porous condition and investigate the effect 

of Reynolds number and porosity on the concentrations of iodine and iodide with the mimicked 

physical geometry.  
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1.3 Scope 
The structure of the following chapters is as follows, 

• Chapter 2 provides basic principles of electrochemistry, specifically reaction kinetics, 

transport, and current relation. 

• Chapter 3 overviews the Lattice Boltzmann Method. 

• Chapter 4 outlines the method of this work and discusses model development 

• Chapter 5 tests the developed code on several problems .  

• Chapter 6 discusses the results 

• Chapter 7 presents the conclusion and future work 
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1.4  Literature Review 

Inherent to virtually every electrochemical reactor is the reaction kinetics and transport of charge 

and mass. However, the mechanisms describing operation varies depending on the application and 

phenomena considered. Inclusion of the electric double layer (EDL), existing in the nano range 

and microchannel flow introduce scale variations that exponentially increase computational cost 

of numerical solvers. Thus, scales and respective mechanisms are isolated with several 

assumptions. For instance, generally the EDL theory is assumed to have negligible effects on the 

macro description. One of the continuum approaches to modeling flow-through porous electrodes, 

involving dilute solutions, relies on the methodology developed by Newman [30], where a set of 

one-dimensional equations are used to describe the macroscopic behaviour of a single reaction 

because of the volumetric averaging within the porous electrode, of the surface and pore solution 

flux densities, the material balance is analogous to that of homogeneous chemical reactions. The 

Newman model has been employed with hydrodynamic considerations in redox flow batteries, 

investigating the relationship between mass transfer coefficients, flow field and electrolyte 

velocity [31].Typically, variation of the reaction driving force, the electrode-electrolyte potential 

difference, arises due to the porous electrode ohmic losses along the electrode depth [32]. The 

positional force shift results in the non uniform reaction rate distribution. Despite the advantages 

arising from the large interior surface area of porous electrodes, properties such as the ohmic 

resistance of the electrolyte and mass transfer limitations can restrict the effectiveness of the 

reactor [33].   Other models have been developed, focusing on Tafel controlled kinetics and the 

effect of the geometric parameters on the reactor effectiveness [34], gas evolution and pore 

electrolyte resistivity [35], transport processes under limiting conditions [36][37][38] investigating  

metal ion removal from electrolytes and water streams , metal electrodeposition [39], and electrode 
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structural changes undergoing anodic dissolution because of electrochemical reaction [40] 

Experimental work has been aimed at utilization of porous anodes as reactive electrochemical 

membranes for water treatment [41], degradation of wastewater containing glyphosate [42] and 

iodine electrochemical oxidation in a non-porous reactor [43].   
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Chapter 2 

Applicable Electrochemical Theory 

Electrochemistry is a vast field enveloping an array of physical, chemical, and biological 

disciplines. Defining its bounds within modern science would be anecdotal, therefore only a brief 

of contextual highlights is provided 

2.1  Introduction 

The applicability of electrochemistry can be found in processes such as separations (electrodialysis 

for desalination), pollution control (metal recovery), corrosion (metal oxidation), electroanalytical 

chemistry (coulometry, potentiometry, voltammetry and mechanistic studies of redox reactions), 

electrosynthesis, energy storage and conversion.  Electrosynthesis can be broadly generalized as 

utilization of electrical energy for electrochemical synthesis of chemical compounds in solution, 

such as radical ion formation through anodic and cathodic reactions leading to subsequent 

reactions and generating a required product. An example of such process is Electrochemical 

Advanced Oxidation Process (EAOP) used in water disinfection. Energy storage and conversion 

systems such as lithium-ion, vanadium redox flow batteries and fuel cells are just some of the 

recent electrochemical systems being used to meet the ever-increasing energy demand while 

embracing the critical need for clean technology. The outlined processes, although they certainly 

do not fall under the category of “one glove fits all”, are all based on the fundamental principles 

of electrochemistry which are outlined in a variety of texts [44]–[48]. The electrochemical theory 
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covered in this work deals only with case and process specific phenomena, thus several omissions 

are present such as the electric double layer theory (EDL). The reader may also refer to [49], for a 

condensed outline of electrochemical terminology.  

At the core of electrochemistry lies the interface between an electronic conductor and ionic 

conductor where reduction-oxidation (redox) reaction occurs. The ionic conductor is responsible 

for transport of charge between the chemical species and the electronic conductor. Some texts refer 

to the interfacial reaction site as the electrode while others to the electronic conductor, implying 

the existence of the reaction site, the latter is used henceforth. The electrode is typically a metal or 

a semiconducting material where the charge carriers are electrons and electrode where oxidation 

occurs is referred to as the anode while reduction site cathode. However, this does not mean that 

interfacial sites are restricted to one type of redox, both oxidation and reduction can occur at the 

anode or cathode as will be seen in the next section. The anode is also designated as the more 

positive electrode. The ionic conductor, referred to as the electrolyte, can be a solution or solid 

state and the charge carriers are ions. In this work the electrolyte is assumed to be an aqueous 

solution. The movement of charge in the electrode and electrolyte is called current which is related 

to species concentration by Faraday’s Law.  Reactions that occur at the electrode are classified as 

heterogeneous and ones occurring in the bulk as homogeneous. The subsequent methodology 

formulation is based primarily on heterogeneous reactions; however, some cross contamination 

will be involved. The dilute solution theory is employed for the electrochemical phenomena within 

the electrolyte.  Figure 1 exemplifies a generic system that the following discussion will be 

referenced to. 
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Figure 1: General Configuration of an Electrochemical Cell 
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2.2  Kinetics and Thermodynamics 

The kinetics of a one-step, unimolecular, one-electron process refers to the rate of reaction or how 

fast the transfer of one electron is occurring. Any kinetic description corresponding to any dynamic 

process must satisfy the thermodynamic form in the equilibrium limit [45]. For a general one-step, 

one-electron redox reaction, 

 
𝑂 + 𝑒− ↔

𝑘𝑏

𝑘𝑓

𝑅 (2.1) 

 
 
The term (𝑘𝑓) (forward reaction rate constant) can be found in literature corresponding to (𝑘𝑐), 

cathodic rate constant, and similarly(𝑘𝑏)  the backward reaction rate constant, to (𝑘𝑎) the anodic 

reaction rate constant. The equilibrium limit is given by the Nernst equation, 

 
(𝜙𝑠 − 𝜙𝑙)𝑒𝑞 = 𝐸𝑒𝑞 = 𝐸° +

𝑟𝑇

𝑛𝐹
ln (

𝐶𝑂
𝑏

𝐶𝑅
𝑏)  (2.2) 

 
 
and any kinetic formulation must satisfy this condition. In equation (2.2),(𝑛) is the number of 

electrons, (𝐹) is the Faraday constant, (r) is the universal gas constant and (T) is the temperature. 

The outlined relationship is derived from the standard Gibbs free energy change (△ 𝐺𝑟𝑥𝑛
° ), which 

determines whether the reaction is spontaneous (△ 𝐺𝑟𝑥𝑛
° < 0) or non-spontaneous (△ 𝐺𝑟𝑥𝑛

° > 0), 

 
 △ 𝐺𝑟𝑥𝑛

° = (△ 𝐺𝑅
° −△ 𝐺𝑂

° ) 
 

(2.3) 

 
Where (△ 𝐺𝑅

° ) and (△ 𝐺𝑂
° ) are the standard free energies of the reduced species and oxidized 

species, respectively. Gibbs free energy change can be related to the standard electrode potential 

(𝐸°) using the Faraday’s constant, 

 
 △ 𝐺𝑟𝑥𝑛

° = 𝑛𝐹𝐸° (2.4) 
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It should be noted that, 
 
 
 

𝐸° +
𝑟𝑇

𝑛𝐹
ln (

𝐶𝑂
𝑏

𝐶𝑅
𝑏) = 𝐸° −

𝑟𝑇

𝑛𝐹
ln (

𝐶𝑅
𝑏

𝐶𝑂
𝑏)  (2.5) 

 

. Equation (2.2) describes a situation under non-standard conditions, for instance, the 

concentrations (O) and (R) are not 1 molar (M). For the following formulation it is however 

assumed that 𝐸𝑒𝑞 = 𝐸°.  

 
Under the condition that the interfacial dynamics are the only constraint in the system, such that 

the delivery of reactants to the electrode surface is not considered, the current and overpotential 

are related by the Tafel equation, 

 
η = ±𝑎log (

𝑖𝑛

𝑖0
) (2.6) 

 

where (η) is the overpotential, (a) is the Tafel slope, ( 𝑖𝑛) is the net current density and (𝑖0) is the 

exchange current density.  Considering the forward and backward pathways of the reaction (2.1) 

the rate of reduction (𝑅𝑅) is related to the rate constant in the forward direction (𝑘𝑓) and surface 

concentration of the oxidized species form (𝐶𝑂
𝑠) such that, 

 
𝑅𝑅 = 𝑘𝑓𝐶𝑂

𝑠 =
𝑖𝑐

𝑛𝐹𝐴
  (2.7) 

 
 
where (𝑖𝑐) is the cathodic current, and (𝐴) is the cross-sectional area. Similarly, the rate of 

oxidation (𝑅𝑂) is related to the backward rate constant (𝑘𝑏) and the surface concentration of the 

reduced species form (𝐶𝑅
𝑠) by, 
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𝑅𝑂 = 𝑘𝑏𝐶𝑅

𝑠 =
𝑖𝑎

𝑛𝐹𝐴
  (2.8) 

 
 
where (𝑖𝑎) is the anodic current. The net reaction rate (𝑅𝑛) is then: 
 
 
 

𝑅𝑛 = 𝑅𝑅 − 𝑅𝑂 = 𝑘𝑓𝐶𝑂
𝑠 − 𝑘𝑏𝐶𝑅

𝑠 =
𝑖𝑛

𝑛𝐹𝐴
 (2.9) 

 
 

where (𝑖𝑛) is the net current resulting from the anodic and cathodic current contributions. It should 

be noted that generally current is expressed as current density  (𝐴
𝑚2⁄ ) and cross-sectional area 

can be omitted. Equation (2.9) can be rearranged to give, 

 
 𝑖𝑛 = 𝑖𝑐 − 𝑖𝑎 = 𝑛𝐹[𝑘𝑓𝐶𝑂

𝑠 − 𝑘𝑏𝐶𝑅
𝑠] (2.10) 

 
 
Up to this point the formulation was based on the equilibrium condition where 𝐸𝑒𝑞 = 𝐸°, meaning 

that 𝐶𝑂
𝑏 = 𝐶𝑅

𝑏 = 1 M. Let a further assumption be that 𝑘𝑓𝐶𝑂
𝑠 = 𝑘𝑏𝐶𝑅

𝑠, making 𝑘𝑓 = 𝑘𝑏. Thus, only 

under the outlined conditions the backward and forward rate constants can be expresses as: 

 
 𝑘𝑓 = 𝑘°𝑒𝑥𝑝 (−𝛽𝑓(𝐸 − 𝐸°)) (2.11) 

 
 𝑘𝑏 = 𝑘°𝑒𝑥𝑝 ((1 − 𝛽)𝑓(𝐸 − 𝐸°)) (2.12) 

 
 
where β is the symmetry factor, 𝑘° is the standard rate constant and f = 𝐹

𝑟𝑇⁄   with the assumption 

that n = 1. Substitution of (2.11) and (2.12) into (2.10) provides: 

 
 𝑖𝑛 = F𝑘0 [𝐶𝑂

𝑠𝑒𝑥𝑝(−𝛽𝑓(𝐸 − 𝐸0)) − 𝐶𝑅
𝑠𝑒𝑥𝑝 ((1 − 𝛽)𝑓(𝐸 − 𝐸°))] (2.13) 
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Equation (2.13) can be seen in a different form, in which case the formulation differs by   𝑅𝑛𝑒𝑡 =

𝑅𝑂 − 𝑅𝑅, and 𝑖𝑛 = 𝑖𝑎 − 𝑖𝑐. Defining overpotential as: 

 
 η = 𝐸 − 𝐸°    (2.14) 

 
 𝑖𝑛 = F𝑘°[𝐶𝑅

𝑠𝑒𝑥𝑝((1 − 𝛽)𝑓𝜂) − 𝐶𝑂
𝑠𝑒𝑥𝑝(−𝛽𝑓𝜂)] (2.15) 

 
 
The overpotential (2.14) refers to the standard free energy change of activation or the energy 

required to overcome the activation barrier and initiate the reaction. Other overpotentials are 

concentration and ohmic which will become evident in the forthcoming description. Throughout 

this work equation (2.15) and formulation leading to it is employed. 

Under equilibrium condition 𝑖𝑛𝑒𝑡 =  0 and equation (2.15) becomes: 
 
 
 𝐹𝑘°𝐶𝑅

𝑠𝑒𝑥𝑝((1 − 𝛽)𝑓𝜂) =  𝐹𝑘°𝐶𝑂
𝑠𝑒𝑥𝑝(−𝛽𝑓𝜂)  (2.16) 

 
 
Furthermore, the implication of zero net current is that the surface concentrations of (O) and (R) 

are equal to that in the bulk meaning 𝐶𝑂
𝑏 = 𝐶𝑅

𝑏 = 𝐶𝑂
𝑠 = 𝐶𝑅

𝑠 = 1 M.  

Therefore, 
 
 

𝑒𝑥𝑝(𝑓η) = 𝑒𝑥𝑝 (𝑓(𝐸 − 𝐸°)) =
𝐶𝑂

𝑏

𝐶𝑅
𝑏 (2.17) 

 
Which can be rearranged to give equation (1.2), 
 
 

𝐸 = 𝐸𝑒𝑞 = 𝐸° + 𝑓ln (
𝐶𝑂

𝑏

𝐶𝑅
𝑏) (2.18) 

 

since 𝐶𝑂
𝑏 = 𝐶𝑅

𝑏 = 1 M , 
 
 
 𝐸 = 𝐸𝑒𝑞 = 𝐸° (2.19) 
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and the equilibrium limit condition is satisfied. It is then apparent that for any kinetic description 

to be valid, regardless of its kinetic parameter variability, it should always come out as the Nernst 

equation at equilibrium. While there is an absence of net current at equilibrium, a parameter called 

the exchange current density (𝑖0) is established and is equivalent to the absolute magnitude of (𝑖𝑐) 

and (𝑖𝑎), note 𝑖𝑐 = −𝑖𝑎 or vise versa depending on notation used, at equilibrium. It follows that 

from (2.16), 

 
 𝑖0 = F𝑘°𝐶𝑂

𝑏𝑒𝑥𝑝(−𝛽𝑓𝜂) (2.20) 
 
Raising (2.17) to the power −β, 
 
 

𝑒𝑥𝑝(−β𝑓η) = (
𝐶𝑂

𝑏

𝐶𝑅
𝑏)

−β

 (2.21) 

 
Substituting (2.21) into (2.20), 
 
 
 𝑖0 = 𝐹𝑘°𝐶𝑅

𝑏𝛽
𝐶𝑂

𝑏(1−𝛽)
 

 
(2.22) 

 
Considering a special case where the bulk product and reactant concentrations are equal such that  
𝐶𝑂

𝑏 = 𝐶𝑅
𝑏 = C , 

 
 𝑖0 = 𝐹𝑘°𝐶 (2.23) 

 
Equation (2.20) provides a relationship between the exchange current density and the standard rate 

constant such that in combination with (2.15) yields, 

 
 

𝑖𝑛 = 𝑖0 [
𝐶𝑅

𝑠

𝐶𝑅
𝑏 𝑒𝑥𝑝((1 − β)𝑓η)  −

𝐶𝑂
𝑠

𝐶𝑂
𝑏 𝑒𝑥𝑝(−β𝑓η)] (2.24) 
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and in the case where kinetics are not limited by concentration variation between the surface and 

bulk ( see next section mass transport) also seen with the prior assumption of standard conditions  

𝐶𝑂
𝑏 = 𝐶𝑅

𝑏 = 𝐶𝑂
𝑠 = 𝐶𝑅

𝑠 = 1 M, 

 
 𝑖𝑛 = 𝑖0[𝑒𝑥𝑝((1 − β)𝑓η)  − 𝑒𝑥𝑝(−β𝑓η)] (2.25) 

 
 
Equations (2.24) and (2.25) serve as the backbone of electrode kinetics theory. It should be noted 

that although in the above formulation was based on standard conditions (standard concentration), 

it is no different under non-standard conditions, barring that the same assumptions are employed.  

Where the supposition that 𝑘𝑓𝐶𝑂
𝑠 = 𝑘𝑏𝐶𝑅

𝑠  cannot be made, such that 𝑘𝑓 ≠ 𝑘𝑏 and cannot be related 

to the standard rate constant 𝑘0, meaning equations (2.11) and (2.12) are no longer valid. Under 

such conditions, 

 𝑘𝑓 = 𝑘𝑓
′ 𝑒xp(−β𝑓(𝐸 − 𝐸0)) (2.26) 

 
 𝑘𝑏 = 𝑘𝑏

′ 𝑒xp((1 − β)𝑓(𝐸 − 𝐸0)) (2.27) 
 
 
which are given in [48] [45]. The coefficients (𝑘𝑓

’ ) and (𝑘𝑏
’ ) and reference reaction constants. In 

[45] the relationship comes in quasi-reversible and irreversible multistep process, while [48] deals 

more with activation energy, intrinsic characteristic of a material, double layer, and quantum 

treatment all of which are outside this work. Substitution of (2.26) and (2.27) into (1.26) results 

in,   

 
 𝑖𝑛 = 𝐹[𝑘𝑓𝐶𝑅

𝑠𝑒𝑥𝑝((1 − β)𝑓η)  − 𝑘𝑏𝐶𝑂
𝑠𝑒𝑥𝑝(−β𝑓η)] (2.28) 

 
 
 
or in reaction rate form, 
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𝑅 =

𝑖𝑛

𝐹
= [𝑘𝑓𝐶𝑅

𝑠𝑒𝑥𝑝((1 − β)𝑓η)  − 𝑘𝑏𝐶𝑂
𝑠𝑒𝑥𝑝(−β𝑓η)] (2.29) 

 
 
Taking (2.29) and identifying that at some value of potential (𝐸) the forward and backward 

reaction rates are at equilibrium (𝐸𝑒𝑞) [31][50], 

 𝑘𝑓𝐶𝑅
𝑠exp ((1 − β)𝑓𝐸𝑒𝑞) =  𝑘𝑏𝐶𝑂

𝑠exp(−β𝑓𝐸𝑒𝑞) (2.30) 
 
and solving for 𝐸𝑒𝑞, 
 
 

𝐸𝑒𝑞 = 𝑓 𝑙𝑛 (
𝑘𝑏𝐶𝑂

𝑠

𝑘𝑓𝐶𝑅
𝑠 ) (2.31) 

 
 
Then any deviation from 𝐸𝑒𝑞 results in overpotential, which is based on local concentrations, such 

that, 

 
 
 𝜂 = 𝐸 − 𝐸𝑒𝑞 (2.32) 

 
 
Substituting (2.31) and (2.32) into (2.30) results in, 
 
 
 

𝑅 =
𝑖𝑛𝑒𝑡

𝐹
= [𝑘𝑓𝐶𝑅

𝑠𝑒𝑥𝑝 ((1 − 𝛽)𝑓𝜂 + (1 − 𝛽)𝑙𝑛 (
𝑘𝑏𝐶𝑂

𝑠

𝑘𝑓𝐶𝑅
𝑠 ))  

− 𝑘𝑏𝐶𝑂
𝑠𝑒𝑥𝑝 (−𝛽𝑓𝜂 − (1 − 𝛽)𝑙𝑛 (

𝑘𝑏𝐶𝑂
𝑠

𝑘𝑓𝐶𝑅
𝑠 ))] 

(2.33) 

 
from which, 
 
 
 𝑖0 = 𝐹𝑘𝑓

(𝛽)
𝑘𝑏

(1−𝛽)
𝐶𝑅

𝑠(𝛽)
𝐶𝑂

𝑠(1−𝛽) (2.34) 
 
and using (2.34) with (2.33) to get, 
 
 
 𝑖𝑛 = 𝑖0[𝑒𝑥𝑝((1 − 𝛽)𝑓𝜂)  − 𝑒𝑥𝑝(−𝛽𝑓𝜂)] (2.35) 
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A seemingly identical equation to (2.25) yet not by the definition of the exchange current density, 

compare (2.22) and (2.34). The equilibrium potential can also be defined based on some known 

quantity, for instance inlet concentrations of two redox species in a reactor(𝐸𝑒𝑞,𝑖𝑛), where, 

 
 𝑘𝑓𝐶𝑅

𝑖𝑛𝑒𝑥𝑝 ((1 − 𝛽)𝑓𝐸𝑒𝑞,𝑖𝑛) =  𝑘𝑏𝐶𝑂
𝑖𝑛𝑒𝑥𝑝(−𝛽𝑓𝐸𝑒𝑞,𝑖𝑛) (2.36) 

 
and, 
 
 

𝐸𝑒𝑞,𝑖𝑛 = 𝑓 𝑙𝑛 (
𝑘𝑏𝐶𝑂

𝑖𝑛

𝑘𝑓𝐶𝑅
𝑖𝑛

) (2.37) 

 
then, 
 
 
 𝜂𝑖𝑛 = 𝐸 − 𝐸𝑒𝑞,𝑖𝑛 (2.38) 

 
 
Substituting (2.37) and (2.38) into (2.30) result in, 
 
 
 

𝑖𝑛 = 𝑖0 [
𝐶𝑅

𝑠

𝐶𝑅
𝑖𝑛

𝑒𝑥𝑝((1 − 𝛽)𝑓𝜂𝑖𝑛)  −
𝐶𝑂

𝑠

𝐶𝑂
𝑖𝑛

𝑒𝑥𝑝(−𝛽𝑓𝜂𝑖𝑛)] (2.39) 

 
 
where,  
 
 
 𝑖0 = 𝐹𝑘𝑓

(𝛽)
𝑘𝑏

(1−𝛽)
𝐶𝑅

𝑖𝑛(𝛽)
𝐶𝑂

𝑖𝑛(1−𝛽)
 (2.40) 

 
 
Furthermore, the overpotentials (2.32) and (2.38) are related such that, 
 
 
 

𝜂𝑖𝑛 − 𝜂  = 𝑓 𝑙𝑛 (

𝐶𝑂
𝑠

𝐶𝑂
𝑖𝑛⁄

𝐶𝑅
𝑠

𝐶𝑅
𝑖𝑛⁄

)   

 

(2.41) 
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The overpotential difference (2.41) is the concentration overpotential based on the equilibrium 

potential defined in (2.37). The concentration overpotential (2.41) can be used in a different 

manner to provide an “empirical” rather than “analytical” description of kinetics with respect to 

anodic and cathodic currents [51]. Beginning with,  

 
 𝑖𝑛 = 𝑖𝑎 + 𝑖𝑐   

 
= 𝑖𝑎𝑔𝑎exp(−α𝑎𝑓(𝐸 − 𝐸∗)) + 𝑖𝑐𝑔𝑐exp(−α𝑐𝑓(𝐸 − 𝐸∗))   

(2.42) 

 
 
Where  (𝛼𝑎) and (𝛼𝑐) are the anodic and cathodic charge transfer coefficients corresponding to 

(1 −β) and (β), respectively, while (𝐸 ∗) is potential arbitrary chosen with respect to a reference 

electrode. The utility of the charge transfer coefficient, as well as relation to symmetry factor (β) 

can be found in [52]. Meanwhile (𝑔𝑎) and (𝑔𝑐) are concentration ratios with respect to the 

reference concentration. Assuming 𝑔𝑎 = 𝑔𝑐 = 1, as well as 𝑖𝑛𝑒𝑡 =  0 such that E = 𝐸𝑒𝑞,𝑟𝑒𝑓 yields, 

 
 𝑖𝑎 exp (−α𝑎𝑓(𝐸𝑒𝑞,𝑟𝑒𝑓 − 𝐸∗)) = 𝑖𝑐 exp (−α𝑐𝑓(𝐸𝑒𝑞,𝑟𝑒𝑓 − 𝐸∗)) 

 
≡ 𝑖0,𝑟𝑒𝑓 

(2.43) 

 
 
Where (𝑖0,𝑟𝑒𝑓) is the exchange current density with respect to reference conditions. Substituting 

(2.43) into (2.42), 

 
 
 𝑖𝑛 = 𝑖0,𝑟𝑒𝑓  𝑔𝑎exp (−α𝑎𝑓(𝐸𝑒𝑞,𝑟𝑒𝑓 − 𝐸∗)) exp(−α𝑎𝑓(𝐸 − 𝐸∗))

− 𝑖0,𝑟𝑒𝑓 𝑔𝑐exp (α𝑐𝑓(𝐸𝑒𝑞,𝑟𝑒𝑓 − 𝐸∗)) exp(−α𝑐𝑓(𝐸 − 𝐸∗)) 

= 𝑖0,𝑟𝑒𝑓 (𝑔𝑎𝑒𝑥𝑝 (α𝑎𝑓(𝐸 − 𝐸𝑒𝑞,𝑟𝑒𝑓))

− 𝑔𝑐𝑒𝑥𝑝 (−α𝑐𝑓(𝐸 − 𝐸𝑒𝑞,𝑟𝑒𝑓))) 

(2.44) 
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Defining reference overpotential, 
 
 
 𝜂𝑟𝑒𝑓 = (𝐸 − 𝐸𝑒𝑞,𝑟𝑒𝑓) (2.45) 

 
 𝑖𝑛 = 𝑖0,𝑟𝑒𝑓 (𝑔𝑎𝑒𝑥𝑝(𝛼𝑎𝑓𝜂𝑟𝑒𝑓) − 𝑔𝑐𝑒𝑥𝑝(−𝛼𝑐𝑓𝜂𝑟𝑒𝑓)) (2.46) 

 
 
Recognizing that equation (2.46) must satisfy the Nernst equation when 𝑖𝑛𝑒𝑡 =  0, 
 
 𝑖0,𝑟𝑒𝑓𝑔𝑎𝑒𝑥𝑝(𝛼𝑎𝑓𝜂𝑒𝑞,𝑟𝑒𝑓) =  𝑖0,𝑟𝑒𝑓𝑔𝑐𝑒𝑥𝑝(−𝛼𝑐𝑓𝜂𝑒𝑞,𝑟𝑒𝑓)   

 
≡ 𝑖0 

 

(2.47) 

where,  
 
 𝜂𝑒𝑞,𝑟𝑒𝑓 = 𝐸𝑒𝑞 − 𝐸𝑒𝑞,𝑟𝑒𝑓 (2.48) 

 
Then substituting (2.47) into (2.46), 
 
 
 𝑖𝑛 = 𝑖0 (𝑒𝑥𝑝 (𝛼𝑎𝑓(𝜂𝑟𝑒𝑓 − 𝜂𝑒𝑞,𝑟𝑒𝑓)) − 𝑒𝑥𝑝 (−𝛼𝑐𝑓(𝜂𝑟𝑒𝑓 − 𝜂𝑒𝑞,𝑟𝑒𝑓))) (2.39) 

 
 
such that, 
 
 𝜂𝑟𝑒𝑓 − 𝜂𝑒𝑞,𝑟𝑒𝑓 = 𝐸 − 𝐸𝑒𝑞 (2.50) 

 
 
finally, 
 
 𝑖𝑛 = 𝑖0(𝑒𝑥𝑝(𝛼𝑎𝑓𝜂) − 𝑒𝑥𝑝(−𝛼𝑐𝑓𝜂)) (2.51) 

 
 
Equations (2.24), (2.25), (2.35), (2.39), (2.44) and (2.51) are all be called the Butler-Volmer 

equation, just different forms, and although they share the same name and serve the same purpose, 

their application is case specific. While it can certainly be acceptable to define the exchange current 

density, for instance, at some value derived from the Tafel plot, simply choosing to use it in any 
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form of Butler-Volmer equation without careful consideration of its applicability to a particular 

problem, may do nothing other than provide erroneous results.
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2.3  Transport 

The previous section dealt with electrode kinetics or interfacial reactions, what happens to ions 

after they leave the surface and the mechanisms of their transport in the electrolyte are required to 

describe the electrochemical phenomena pertaining to dilute solution theory. The dilute solution 

theory assumes that fluid flow is unaffected by species concentration. Ion transport in the 

electrolyte is often termed mass transfer and its formulation begins with the material derivative 

[53], yielding 

 
 ∂𝑡C + ∇ · 𝑵 = 𝑅 (2.52) 

 
 
where ( ∂𝑡𝐶𝑖) is accumulation, 𝑵 is the net flux density, (∇ ) is the flux divergence, and (R) is 

production due to homogeneous reaction. The species net flux density is given by the Nernst-

Planck equation, 

 𝑵𝑖 = 𝑧𝑖 𝜇𝑖 𝐹 𝐶𝑖∇𝜙 − 𝐷𝑖∇𝐶𝑖 + 𝐶𝑖  𝒖 (2.53) 
 
 
Where (𝑧𝑖) is the valence, ( μ𝑖 ) is mobility, (F)  is the Faraday’s constant, (𝐶𝑖) is the species 

concentration, (𝜙)  is the potential, (𝐷𝑖) is the species diffusion coefficient and (𝒖) is the velocity 

vector. The right-hand terms from left to right correspond to the three modes of transport: 

migration, diffusion, and convection, respectively. Migration refers to the ion movement in an 

electric field, diffusion due to concentration gradient and convection due to the fluid bulk 

movement. Substitution of (2.53) into (2.52) yields, 

 
 ∂𝑡𝐶𝑖 + ∇ · (𝑧𝑖 𝜇𝑖 𝐹 𝐶𝑖 ∇𝜙 − 𝐷𝑖∇𝐶𝑖 + 𝐶𝑖 𝒖) = 𝑅𝑖 (2.54) 
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In the presence of excess supporting electrolyte the migration term can be neglected [31]  resulting 

in, 

 
 
 ∂𝑡𝐶𝑖 + ∇ · (−𝐷𝑖∇𝐶𝑖 + 𝐶𝑖 𝒖) = 𝑅𝑖 (2.55) 

 
then, 
 
 ∂𝑡𝐶𝑖 − 𝐷𝑖∇2𝐶𝑖 + ∇ · (𝐶𝑖 𝒖) = 𝑅𝑖 (2.56) 
   

 
 ∂𝑡𝐶𝑖 − 𝐷𝑖∇

2𝐶𝑖 + (𝒖 · ∇𝐶𝑖) + (𝐶𝑖∇ · 𝒖) = 𝑅𝑖 (2.57) 
 
Due to incompressibility, 
 
 
 𝐶𝑖𝛁 · 𝒖 = 0 (2.58) 

 
therefore, 
 
 
 ∂𝑡𝐶𝑖 − 𝐷𝑖∇2𝐶𝑖 + 𝒖  · ∇𝐶𝑖 = 𝑅𝑖 (2.59) 

 
 
And if a system under consideration is at steady state (𝜕𝑡𝐶𝑖 = 0), 
 
 
 −𝐷𝑖∇2𝐶𝑖 + 𝒖   · ∇𝐶𝑖 = 𝑅𝑖 (2.60) 
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2.4  Current Distribution 

Since the movement of ions is the source of current flow in the electrolyte, the current density can 

be related to species flux, 

 𝒊 = 𝐹 ∑(𝑧𝑖 𝑵𝑖)

𝑖

 (2.61) 

Inserting (2.53) into (2.61) and expanding, 
 
 𝒊 = −𝐹2∇ϕ ∑(𝑧𝑖

2 𝜇𝑖 𝐶𝑖 )

𝑖

− 𝐹 ∑(𝑧𝑖𝐷𝑖∇𝐶𝑖)

𝑖

+ 𝐹𝒖  ∑(𝑧𝑖 𝐶𝑖)

𝑖

 (2.62) 

 
With the assumption of electroneutrality, 
 
 ∑(𝑧𝑖 𝐶𝑖)

𝑖

= 0 (2.63) 

 
And in the absence of concentration variation in the solution (2.62) reduces to, 
 
 𝒊 = −𝐹2∇𝜙 ∑(𝑧𝑖

2 𝜇𝑖 𝐶𝑖 )

𝑖

 (2.64) 

 
Then defining conductivity, 
 
 𝜎 = 𝐹2 ∑(𝑧𝑖

2 𝜇𝑖 𝐶𝑖 )

𝑖

 

 
(2.65) 

Equation (2.62) reduces to the Ohm’s law expression: 
 
 𝒊 = −σ∇ (2.66) 
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2.5 Summary 

This chapter focused on outlining the method based on some basic principles of electrochemistry 

applicable to this work. The extensive derivation of kinetics and thermodynamics was presented 

to elucidate and surmise the many ways a surface reaction of a redox couple can be looked at, 

depending on the type of BV kinetics used. The number of variables and their inclusion or absence 

there of, as outlined in Section 2.2, becomes extremely important in dissecting the results.  Sections 

2.3 and 2.4 described ionic transport in the bulk of the liquid and corresponding current following 

Ohm’s law, respectively.  
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Chapter 3 

Lattice Boltzmann Method Fundamentals 

3.1 Introduction 

Conventionally, transport of heat, mass and momentum is modeled using the continuum or discrete 

method. The continuum approach focuses on bulk transport of a quantity within a controlled space, 

requiring solution of Navier-Stokes (NS) equations which are non-linear partial differential 

equations (PDE). The non-linear nature of the NS equations poses many computational difficulties 

and requires conversion to a set of linear algebraic equation. Conversion into algebraic form can 

be done using finite discretization schemes such as finite volume, finite difference, and finite 

element. Finite volume and element are the most common numerical methods used in the ever 

increasingly sophisticated commercial software ANSYS Fluent and COMSOL, respectively. 

Domain discretization into grids, volumes, or elements, leads to macroscopic quantity 

(concentration, temperature, pressure etc.) evaluation of particles as a continuous entity.  

On the opposite side of modeling transport phenomena is Molecular Dynamics (MD). As opposed 

to the continuum approach MD focuses on the microscale where individual intra-particle 

interaction and forces are of interest. This method is based on solving the ordinary differential 

momentum equation of Newton’s second law and relates microscopic properties such as particle 

kinetic energy and particle boundary interaction to fundamental macroscopic material properties. 
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The aforementioned methods, wherein the number of particles present within a system is of 

exponential magnitude, can be limited by system size and computational cost, meanwhile for cases 

involving multi-phase or multi-component flows where interfaces are thermodynamically 

dominated because of molecular interactions, resolution of state equations can become problematic 

when solving the NS equations. Another approach that can address complex systems is the Lattice 

Boltzmann Method (LBM) [54]–[58]. LBM aims to connect the macro and micro scales by 

considering a population of particles, the meso-scale, rather then individual units, or a continuous 

system. The relatively straightforward coding requirement, enhanced boundary treatment and 

localized sub-domain extraction due to parallel architecture of LBM have attracted many 

researchers to adopt and augment this method in various fields [59]–[66]. The sections in this 

chapter are aimed at describing what the method is and its functionality. Its application to the 

problem is found in Chapters 5 and 6.  
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3.2 Discretized Boltzmann Equation and the BGK Approximation 

Based on the kinetic theory of gases and evolving from the Lattice Gas Automata, LBM relies on  

the discretized form of the Boltzmann equation. The statistical system description (3.1) , assuming 

absence of body forces or sources and sinks, revolves around populations of particles represented 

by the continuous distribution function 𝑓 and the changes in the populations due to particle 

collisions, given by the collision integral Γ(𝑓, 𝑓) [57] [67] [68]. 

 ∂𝑡 𝑓 + 𝒖  ∂𝒙 𝑓 = Γ(𝑓, 𝑓) (3.1) 

 
The integration, of Γ(𝑓, 𝑓) for two particle collisions is satisfied by five collision invariants 

proportional to mass, momentum, and energy (see Appendix A). The notion that an isolated 

system, given enough time, should reach equilibrium was shown by Boltzmann using the H-

theorem. The H function, according to the theorem, can never increase with time, 

 ∂𝑡H ≤ 0 (3.2) 

 
therefore, any distribution function satisfying the Boltzmann equation satisfies equation (3.2). In 

the case of equality in (3.2) one solution to (3.1) is when f is the Maxwell-Boltzmann distribution 

function given as, 

 
𝑓𝑒𝑞(𝒙, 𝐯, 𝑡) = n  (

𝑚

2 π 𝑘𝐵 𝑇
)

3
2⁄

 exp  (−
𝑚

2 𝑘𝐵 𝑇
(𝐯 − 𝒖)2) (3.3) 

 
where the mean velocity u is, 

 
𝒖 =

1

𝑛
∫ 𝐯𝒗  f(𝒙, 𝐯, 𝑡) 𝑑3v (3.4) 

 
wherewith, due to the local coordinate nature of (3.3), 𝑓𝑒𝑞(𝒙, 𝒗, 𝑡) is only spatially dependant.  

Operating in velocity and coordinate space, the distribution function f(𝒙, 𝒖, 𝑡) provides an account 

of the probability of finding particles at position vector  , having a velocity vector 𝒖, and at time 
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t. The collision integral related to systems involving fluid flows tends to be complicated, thus 

approximations are made. While there are several approximations, one of the most common 

collision operators used was proposed by Bhatnagar-Gross-Krook (BGK). The BGK operator Ω 

(3.5) approximates the changes in the distribution function f(𝒙, 𝒖, 𝑡)  to be proportional to its 

deviation from the Maxwell-Boltzmann distribution function 𝑓𝑒𝑞(𝒙, 𝒖, 𝑡) and introduces collision 

frequency ω. 

 
 ΩBGK  = ω(𝑓𝑒𝑞 − 𝑓) (3.6) 

 
The distribution function is discretized by restricting the velocity space to a finite set of velocities 

𝑐𝑖, yielding the space and time dependent discrete-velocity distribution function 𝑓𝑖(𝑥, 𝑡). Thus, the 

discrete Boltzmann equation with the BGK approximation yields, 

 
∂𝑡 𝑓𝑖 + 𝑢𝑖  ∇𝑓𝑖 = −

1

τ
(𝑓𝑖 − 𝑓𝑖

𝑒𝑞) (3.7) 

 
where the relaxation time constant τ = 1

ω⁄  and should fall within 0.5 ≤ τ ≤ 2. Dimensional 

analysis considering the time between particle collisions 𝑡𝑐, reference density ρ𝑟𝑒𝑓, reference speed 

𝑢𝑟𝑒𝑓 and characteristic length scale L results in the following non-dimensional parameters: 

 𝑐𝑖 =
𝑢𝑖

𝑢𝑟𝑒𝑓
        𝛁

~

= 𝐿𝛁        𝑡
~

=
𝑡𝑐 𝑢𝑟𝑒𝑓

𝐿
        𝜏

~
=

𝜏

𝑡𝑐
        𝑓

~

𝑖 =
𝑓𝑖

𝜌𝑟𝑒𝑓
 (3.8) 

 
substitution of which into (2.7) results in, 

 
 

𝜕𝑡

~

 𝑓𝑖

~

+ 𝑐𝑖∇
~

𝑓
~

𝑖 = −
𝐿

𝜏
~

 𝑡𝑐 𝑢𝑟𝑒𝑓

(𝑓
~

𝑖 − 𝑓
~

𝑖
𝑒𝑞) (3.9) 

where 𝑡𝑐 𝑢𝑟𝑒𝑓

𝐿
 is the Knudsen (Kn) number, which describes the ratio of the mean free path to 

characteristic length as well ass the collision and flow time. It should be noted that the Boltzmann 
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equation is applicable to most flow regimes as it is valid for Kn < 100 [69] while NS is only for 

Kn < 0.1 [70]. Discretizing (3.9) with respect to space and time [71],  

 

 𝑓
~

𝑖 (𝒙
~

, 𝑡
~

+ Δ𝑡
~

) − 𝑓𝑖 (𝒙
~

, 𝑡
~

)

𝛥𝑡
~ + 𝑐𝑖𝑥

𝑓
~

𝑖 (𝒙
~

+ Δ𝑥
~

, 𝑡
~

+ Δ𝑡
~

) − 𝑓
~

𝑖 (𝐱
~

, 𝑡
~

+ Δ𝑡
~

)

Δ𝑥
~

+ 𝑐𝑖𝑦

𝑓
~

𝑖 (𝒙
~

+ Δ𝑦
~

, 𝑡
~

+ Δ𝑡
~

) − 𝑓
~

𝑖 (𝒙
~

, 𝑡
~

+ Δ𝑡
~

)

Δ𝑦
~

+ 𝑐𝑖𝑧

𝑓
~

𝑖 (𝒙
~

+ Δ𝑧
~

, 𝑡
~

+ Δ𝑡
~

) − 𝑓
~

𝑖 (𝒙
~

, 𝑡
~

+ Δ𝑡
~

)

Δ𝑧
~

= −
1

𝜏
~

𝐾𝑛
(𝑓

~

𝑖 − 𝑓
~

𝑖
𝑒𝑞) 

(3.10) 

 

and defining lattice velocity 𝒄𝑖 = Δ 𝑥
~

Δ 𝑡
~⁄ , with Δ𝑡

~
=Δ𝑡 𝑈

𝐿⁄ , 

 

 𝑓
~

𝑖 (𝒙
~

, 𝑡
~

+ Δ𝑡
~

) − 𝑓𝑖 (𝒙
~

, t
~

)

Δ𝑡
~ +

𝑓
~

𝑖 (𝒙
~

+ 𝒄𝑖  Δ𝑡
~

, 𝑡
~

+ Δ𝑡
~

) − 𝑓
~

𝑖 (𝒙, 𝑡
~

+ Δ𝑡
~

)

Δ𝑡
~

= −
1

𝜏
~

𝐾𝑛
(𝑓

~

𝑖 − 𝑓
~

𝑖
𝑒𝑞) 

(3.11) 

 

which simplifies to, 

 𝑓
~

𝑖 (𝒙
~

+ 𝒄𝑖  Δ𝑡
~

, 𝑡
~

+ Δ𝑡
~

) − 𝑓𝑖 (𝒙
~

, 𝑡
~

)

Δ𝑡
~ = −

1

𝜏
~

𝐾𝑛
(𝑓

~

𝑖 − 𝑓
~

𝑖
𝑒𝑞) 

 

(3.12) 

yielding the discretized lattice Boltzmann equation (LBE), the backbone of LBM (note the 

dimensionless identifier is dropped henceforth): 

 
𝑓𝑖(𝑥 + 𝑐𝑖𝑑𝑡, 𝑡 + 𝑑𝑡) − 𝑓𝑖(𝑥, 𝑡) = −

1

τ
(𝑓𝑖 − 𝑓𝑖

𝑒𝑞) (3.13) 
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3.3 Lattice Structure 

Analogous to the domain discretization schemes used in solving NS equations for fluid flow, LBM 

velocity domain is divided into lattice sites. Lattice models depend on the space dimension n and 

the number of required velocities m, which can be also thought of as directions of information 

transfer, at each lattice site and are identified as 𝐷𝑛𝑄𝑚 (Figure 2). Some common lattice structures 

are 𝐷1𝑄3, referring to one dimensional space with three discrete velocities, and following the same 

description 𝐷2𝑄9  and  𝐷3𝑄19. In the subsequent discussion this work will mainly refer to 𝐷2𝑄9. 

Although 𝐷1𝑄3 is also used, its derivation is excluded, as the procedure is the same for all lattice 

models.   

 

 
 

Figure 2: Lattice Models:  (a) 𝐷1𝑄3   (b) 𝐷2𝑄9 
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The discrete unit velocities 𝑐𝑖, for 𝐷2𝑄9 ,are given by the following, 

 𝑐0 = (0,0) 

𝑐𝑖 = c [𝑐𝑜𝑠 (
(𝑖 − 1)π

2
) , 𝑠𝑖𝑛 (

(𝑖 − 1)π

2
)]                      i = 1,2,3,4 

𝑐𝑖 = √2c [𝑐𝑜𝑠 (
(2𝑖 − 1)π

4
) , 𝑠𝑖𝑛 (

(2𝑖 − 1)π

4
)]           i = 5,6,7,8 

 

(3.14) 

resulting in, 

 𝑐1 = (1,0)          𝑐2 = (0,1)            𝑐3 = (−1,0)         𝑐4 = (0, −1) 

 

 𝑐5 = (1,1)         𝑐6 = (−1,1)          𝑐7 = (−1, −1)        𝑐8 = (1, −1) 

(3.15) 

 

The equilibrium distribution function is determined as, 

 
 

𝑓𝑖
𝑒𝑞 = 𝑤𝑖ρ {1 +

(𝑐𝑖  · 𝒖)

𝑐𝑠
2

+
1

2

(𝑐𝑖  · 𝒖)2

𝑐𝑠
4

−
1

2

𝒖2

𝑐𝑠
2

} (3.16) 

 
where ρ and 𝒖 are macroscopic density and velocity vector, respectively. The lattice velocity of 

sound is 𝑐𝑠 = 𝑐
√3⁄   and 𝑤𝑖 is the weighting factor, which dictates the amount of information 

passed along each lattice link and is assigned as follows, 

 
𝑤𝑖 =

4

9
               i = 0 

          𝑤𝑖 =
1

9
              i = 1,2,3,4 

          𝑤𝑖 =
1

36
            i = 5,6,7,8 

(3.17) 

For 𝐷1𝑄3 the corresponding values are, 

 
𝑤𝑖 =

4

6
               i = 0 

   𝑤𝑖 =
1

6
              i = 1,2 

(3.18) 
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3.4 Collision and Streaming 

Any LBM algorithm relies on two main computation stages, local collision and streaming as shown 

in Figures 3 and 4, respectively. The collision step involves calculation of the equilibrium 

distribution function followed by the collision operator. The post collision value of the distribution 

function is updated, and the change is communicated to the neighbouring lattice sites/nodes within 

the domain via the streaming step. The local dependence of the distribution function highlights the 

parallel environment of LBM. 

Collision: 

 
𝑓𝑖(𝑥, 𝑡)𝑛𝑒𝑤 = 𝑓𝑖(𝑥, 𝑡)𝑜𝑙𝑑 +

1

τ
(𝑓𝑖(𝑥, 𝑡) − 𝑓𝑖

𝑒𝑞(𝑥, 𝑡)) (3.19) 

 

Figure 3: Collision Step 

Streaming: 

 𝑓𝑖(𝑥 + 𝑐𝑖𝑑𝑡, 𝑡 + 𝑑𝑡) = 𝑓𝑖(𝑥, 𝑡)𝑛𝑒𝑤 (3.20) 

 

Figure 4: Streaming Step 
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Once the discrete populations are known, the density and velocity are solved for by the summation 

of all discrete lattice velocities, resulting in the following conservation equations ( ρ is 

conventionally used in explanations pertaining to fluids), 

 
𝒖 =

1

ρ
∑ 𝒄𝑖  𝑓𝑖

𝑖

  (3.22) 

 𝚷 = ∑ 𝑸𝑖  𝑓𝑖

𝑖

 (3.23) 

 ρ = ∑ 𝑓𝑖

𝑖

 (3.21) 
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3.5 Multi-Scale Expansion for Fluid Dynamics 

Hitherto, the transition between the PDE’s of NS and the LBE of LBM has not been clarified. The 

commonly applied conservation of mass [72], 

 𝜕𝑡𝜌 + 𝛁 · (𝜌𝒖) = 0 (3.24) 

 
which, depending on the nature of evaluation, is also referred to as continuity and species 

conservation, momentum, 

 𝜕𝑡 𝜌 + 𝛁 · (𝜌𝒖𝒖 + 𝜌𝑰 − 𝜸) = 𝜌𝑮 (3.25) 

and energy, 

 ∂𝑡 E + ∇ · ((𝜌𝔼 + 𝜌)𝒖 − 𝜅∇𝑇 − (𝒖 · 𝜸)𝑇) = 𝜌(𝑞 + 𝑮 · 𝒖) (3.26) 

 
are a requirement to be fulfilled regardless of their from. Elaborating on (3.21 and 3.22) the LBM 

conservation of mass,  

 ρ = ∑ 𝑓𝑖

𝑖

= ∑ 𝑓𝑖
𝑒𝑞

𝑖

= ∑ 𝑓𝑖
(0)

𝑖

 (3.27) 

 ∑ 𝑓𝑖
(1)

𝑖

= 0 = ∑ rΩ𝑖
(1)

𝑖

 (3.28) 

 ∑ 𝑓𝑖
(2)

𝑖

= 0 = ∑ Ω𝑖
(2)

𝑖

 (3.29) 

and momentum, 

 (ρ 𝒖) = ∑ 𝒄𝐢 𝑓𝑖

𝑖

= ∑ 𝒄𝐢  𝑓𝑖
𝑒𝑞

𝑖

= ∑ 𝒄𝐢  𝑓𝑖
(0)

𝑖

 (3.30) 

 ∑ 𝑓𝑖
(1)

𝑖

= 0 = ∑ Ω𝑖
(1)

𝑖

 (3.31) 

 ∑ 𝒄𝐢 𝑓𝑖
(1)

𝑖

= 0 = ∑ 𝒄𝐢 Ωi
(1)

 

𝑖

  (3.32) 

 ∑ 𝒄𝐢 𝑓𝑖
(2)

𝑖

= 0 = ∑ 𝒄𝐢 Ωi
(2)

𝑖

   (3.33) 
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where the superscripts refer to the moment order, are mathematically analyzed spatially and 

temporally via the Chapman-Enskog expansion [73]. Where with the assumption that ε is small, 

expanding 𝑓𝑖 around the local equilibrium  𝑓𝑖
(𝑒𝑞), 

 𝑓𝑖 = 𝑓𝑖
(𝑒𝑞)

+ ε 𝑓𝑖
(1)

+ ε2 𝑓𝑖
(2)

+ 𝒪(ε3) (3.34) 

similarly, 

 Ωi = ε  Ωi
(1)

+ ε2  Ωi
(2)

+ 𝒪(ε3) (3.35) 

 ∂𝑡 = ε   ∂𝑡
(1)

+ ε2  ∂𝑡
(2)

+ 𝒪(ε3) (3.36) 

 𝛁 = 𝜀𝛁(1) + 𝜀2 𝛁(2) + 𝒪(𝜀3) (3.37) 

 
and the Taylor expansion of which recovers the PDE’s of NS. Since the expansion of the 

distribution function is typically truncated to the second order, LBM is said to be second order 

accurate. The moment order requirement is dependent on the scale of 𝒪(ε, ε2, ε3, … ). In the case 

of advection-diffusion with a force term the collision operator becomes [72] 

 
Ω = −

1

τ
(𝑓𝑖  − 𝑓𝑖

𝑒𝑞) + 𝑤𝑖 𝒄𝑖 · 𝑭 (3.38) 

 
having the requirement of 𝒪(ε) . The force term is added to the collision operator in the presence 

of body forces, sources, and sinks. Using the Chapman-Enskog expansion continuity becomes, 

 
 𝜕𝑡  𝜌 +  𝜀 𝛁(1) · (𝜌𝒖)(0)

= 𝜀 𝛁(1)

· ((𝜌𝒖)(1) +
1

2
 𝜕𝑡

(1)(𝜌𝒖)(0)  + 
1

2
𝛁(1) 𝜫(0)  +  

1

2
 𝑐𝑠

2𝛁(1)𝜌)
1
 

(3.39) 

 
the Taylor expansion of the collision operator yielding, 

 
 

𝑓𝑖
(1)

= 𝑤𝑖 τ(𝜕𝑡
(1)

+ ∇ · 𝒄𝐢) [𝜌 (1 +
1

𝑐𝑠
2

 𝒄𝐢 · 𝒖)] + 𝜏𝑤𝑖𝒄𝐢 · (𝜌 𝒖)

=
𝜏

𝑐
𝑸: ∇(𝜌 𝒖) − 𝜏𝑤𝑖 𝐜𝐢∇𝜌 −

𝜏

𝑐𝑠
2

𝑤𝑖𝜕𝑡
(1)

𝒄𝐢(𝜌 𝒖) + 𝜏 𝑤𝑖𝒄𝐢(𝜌 𝒖) 
(3.40) 

Then after some manipulation recovering the PDE,  
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𝜕𝑡𝜌 + 𝛁 · (𝜌 𝒖) = 𝐷 ∇2𝜌 +
𝐷

𝑐𝑠
2 𝜕𝑡∇ · (𝜌 𝒖)

− 𝜏 𝑐𝑠
2 ∇ · (𝜌 𝒖) (3.41) 

 

where the diffusivity constant D is, 

 
D = 𝑐𝑠

2 (τ −
1

2
) (3.42) 

Equation (3.41) is then seen to recover the 𝒪(ε2) scale. The last two terms of (3.41) are treated as 

the force term and the momentum error term arising from the derivation, respectively. The error 

term can be adjusted as it is a free parameter, and has also been elaborated on its inclusion in [74]. 

A recent review on various force terms can be found in [75].
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3.6 Boundary Conditions (BC) 

Any system simulation using any numerical method requires a controlled environment, be it any 

dimension, any control volume, element etc. The isolated domain, regardless of the phenomena 

investigated must have something that is known, to serve as a guide, such as the lighthouse 

identifies the shore for sailing ships, for without it the water cars would have no way of knowing 

of the existing danger and likely meet their demise. Analogous, is the purpose of boundary 

conditions, imposing a condition, an identification of a constant or known occurrence (independent 

variable). Various types of LBM boundary conditions (inlet, wall, etc.) have been proposed [76]–

[79] and generally, since they are all based on the distribution function, their implementation is 

less strenuous compared to other conventional numerical methods. The straightforwardness of the 

LBM BC’s makes this method particularly suitable for flows involving complex geometries such 

as porous media. The distribution functions are all that is required to recover the macroscopic 

properties in question, however as highlighted in Figure 5, some are unknown. For example, after 

streaming the west node has three unknowns, 𝑓1, 𝑓5 and 𝑓8 due to the lack of preceding information. 

Therefore, in applying any BC, determination of the unknown distribution functions requires 

knowledge of the macroscopic properties at the respective boundaries. In the following, only the 

BC’s pertinent to this work are presented.  
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Figure 5: Unknown Distribution Functions 

3.6.1 No-slip Wall BC 

The no-slip wall BC, a stationary condition assigned to the north wall, requires 𝑓4, 𝑓7 and 𝑓8. These 

unknowns can be solved using the bounce-back scheme, which is premised on the elastic behavior 

of particles colliding with a solid object and resulting in their deflection. As seen in Figure 6, with 

the bounce-back method the unknown distribution functions can be found by their opposites. 

 
Figure 6: Bounce-Back Method 
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3.6.2 Zero-Gradient BC 

In some situations, the flux is known (Newmann boundary) rather than some macroscopic value 

(Dirichlet boundary). Furthermore, in cases such as considering fully developed flow at the 

channel outlet (Figure 5, east), where the axial velocity gradient negligible, the zero-gradient BC 

can be imposed, 

 

 ∂𝑥u = 0 (3.43) 

 
Using finite differencing to discretize (2.43) yields, 

 
 𝑢𝑥 = 𝑢𝑥−1 (3.44) 

 
where x is the boundary location. Considering zero-gradient BC at the east boundary (Figure 5), 

the unknown distribution functions can be found as, 

 

 𝑓3(𝑥) = 𝑓3(𝑥 − 1) 

𝑓6(𝑥) = 𝑓6(𝑥 − 1) 

𝑓7(𝑥) = 𝑓7(𝑥 − 1) 

(3.45) 

 

3.6.3 Velocity BC 

The velocity boundary, or velocity inlet BC if referring to (Figure 5, west), is applied when the 

magnitude of normal (𝑢) and tangential (𝑣) components are known while density (ρ) is not. Thus, 

there are four unknowns, 𝑓1, 𝑓5 ,𝑓8 and ρ requiring four equations. Three equations can be extracted 

from the macroscopic boundary properties (3.21 and 3.22) , 

 

 ρ = 𝑓0 + 𝑓1 + 𝑓2 + 𝑓3 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7 + 𝑓8 

ρ𝑢 = 𝑓1 + 𝑓5 + 𝑓8 − 𝑓3 − 𝑓6 − 𝑓7 
(3.46) 
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ρ𝑣 = 𝑓2 + 𝑓5 + 𝑓6 − 𝑓4 − 𝑓7 − 𝑓8 

 

The fourth equation was proposed by [80] which relates the non-equilibrium parts of the opposite 

distribution functions such that, 

 𝑓α
𝑛𝑒𝑞 = 𝑓β

𝑛𝑒𝑞 (3.47) 

and when applied to the west boundary results in, 

 𝑓3 − 𝑓3
𝑒𝑞 = 𝑓1 − 𝑓1

𝑒𝑞 (3.48) 

 

 
𝑓3 − 𝑤3 ρ  {1 +

𝒄3 · 𝒖

𝑐𝑠
2

+
1

2

(𝑐3 · 𝑢)2

𝑐𝑠
4

−
1

2

𝑢2 + 𝑣2

𝑐𝑠
2

}

= 𝑓1 − 𝑤1𝜌 {1 +
𝒄1 · 𝒖

𝑐𝑠
2

+
1

2

(𝑐1 · 𝑢)2

𝑐𝑠
4

−
1

2

𝑢2 + 𝑣2

𝑐𝑠
2

} 
(3.49) 

 

 
𝑓3 −

1

9
 ρ  {1 +

(−𝑢)

𝑐𝑠
2

+
1

2

(−𝑢)2

𝑐𝑠
4

−
1

2

𝑢2 + 𝑣2

𝑐𝑠
2

}

= 𝑓1 −
1

9
 ρ  {1 +

(𝑢)

𝑐𝑠
2

+
1

2

(𝑢)2

𝑐𝑠
4

−
1

2

𝑢2 + 𝑣2

𝑐𝑠
2

} 
(3.50) 

 

 
𝑓3 −

1

9
 ρ  {

(−𝑢)

𝑐𝑠
2

} = 𝑓1 −
1

9
 ρ  {1 +

(𝑢)

𝑐𝑠
2

} (3.51) 

 

Assuming uniform velocity 𝒖 = (𝑢, 0) at the boundary and substitution of the equilibrium 

distribution function components into (3.49) leads to, 

 
𝑓1 = 𝑓3 +

2

3
ρ𝑢 (3.52) 

 Once 𝑓1 is calculated and after simplifying the remaining unknows can be found with, 
 

 
ρ =

𝑓0 + 𝑓2 + 𝑓4 + 2(𝑓3 + 𝑓6 + 𝑓7)

1 − 𝑢
 (3.53) 
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𝑓5 = 𝑓7 −

1

2
(𝑓2 − 𝑓4) +

1

6
ρ𝑢 (3.54) 

 
𝑓8 = 𝑓6 +

1

2
(𝑓2 − 𝑓4) +

1

6
ρ𝑢 (3.55) 

 

The outlined method requires that the entrance velocity be known and was assumed uniform. If 

the channel velocity profile is parabolic, it can be defined as [81] , 

 
 

u =
−4 𝑢m

𝐻2
𝑦2 +

4 𝑢m

𝐻
y (3.56) 

 
where um is the maximum velocity and H is the channel height. 

 

3.6.4 Constant BC 

In instances where the macroscopic property such as temperature or concentration is known to be 

constant, for example West (Figure 5), the unknowns can be found as follows [82],  

 

 𝑓1 = 𝑇𝑤(𝑤1 + 𝑤3) − 𝑓3 (3.57) 

 

 𝑓5 = 𝑇𝑤(𝑤5 + 𝑤7) − 𝑓7 (3.58) 

 

 𝑓8 = 𝑇𝑤(𝑤8 + 𝑤6) − 𝑓6 (3.59) 

 

Furthermore, if advection is involved [83], 

 
𝑓1 + 𝑓5 + 𝑓8  =

1

6
 𝑇′ (1 + 3𝑢 + 3𝑢2) (3.60) 

 

where 𝑇 ’ is treated as an auxiliary parameter. From conservation (equation 3.21)  

 
 

𝑇′ =
6

(1 + 3𝑢 + 3𝑢2)
 (𝑇 − (𝑓0 + 𝑓2 + 𝑓3 + 𝑓4 + 𝑓6 + 𝑓7)) (3.61) 
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and substitution of 𝑇 ’ into the equilibrium distribution function allows the determination of the 

unknowns. 

 

 

3.6.5 Corner Nodes 

Special treatment is required for the corner nodes since even after applying boundary conditions 

some distribution functions remain unknown. As seen in Figure 7, looking at the N-W corner for 

example, finding 𝑓5 with the bounce-back scheme is not possible since 𝑓7 is not known. Such cases 

can be solved by letting, 

 𝑓1 = 𝑓3 

𝑓8 = 𝑓6 

 

(3.62) 

and using equation (3.21) while recognizing that, 

 
 𝑓5 = 𝑓7 (3.63) 

 
the other unknowns can be found by, 

 

 𝑓5 = 0.5(ρ − (𝑓0 + 𝑓1 + 𝑓2 + 𝑓3 + 𝑓4 + 𝑓6 + 𝑓8)) (3.64) 

 

 
Figure 7: Corner Treatment
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Chapter 4 

Model Development 

4.1 Introduction  

The focus of this chapter is to develop a mathematic model, followed by the dimensional analysis 

and scale conversion to lattice units, required to simulate redox surface reactions. The dimensional 

analysis establishes the relationship between the fluid dynamics and the electrochemical 

phenomena within flow-through porous electrodes. The derived relationship is then used to 

develop a new pseudo-porous LBM algorithm which can simulate the unknown potentials and 

concentrations simultaneously via the addition of a reaction source/sink to the distribution 

function. Subsequently, the algorithm is augmented to mimic a physical two-dimensional porous 

structure. The interfacial species consumption and production is modelled through enhanced 

concentration boundary conditions as opposed to reaction sources/sinks used with the pseudo-

porous condition. 
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4.2  Mathematical Model for Electrochemical Reaction in a Flow-

Through Porous Electrode 

Insulation effects and porous electrode structural changes are neglected while due to low 

concentration of reacting species. Considering the low concentration of reacting species present in 

the system, the conductivity of the electrolyte is assumed constant based on the data provided in 

literature for drinking water. Ion and electron transport is defined by Ohm’s law according to,  

 
𝑖𝑠 = −𝜎𝑠

𝑑𝜑𝑠

𝑑𝑥
 (4.1) 

 
𝑖𝑙 = −𝜎𝑙

𝑑𝜑𝑙

𝑑𝑥
 (4.2) 

The conductivities for both solid (σ𝑠) and liquid phases (σ𝑙) are assumed position independent. 

Within the porous electrode, current density change in the electrolyte (il) is dependent on current 

density (𝑖𝑛) crossing the electrode/electrolyte interface by reaction [30], 

 𝑑𝑖𝑙

𝑑𝑥
= 𝑎 𝑖𝑛 (4.3) 

Charge balance is also required, which is defined by the following equation, 

 𝑑𝑖𝑠

𝑑𝑥
+

𝑑𝑖𝑙

𝑑𝑥
= 0 (4.4) 

Differentiating equations (4.1) and (4.2) and substituting from (4.3) and (4.4) yield the partial 

differential equations relating the potential distribution and the reaction current density in the solid 

and liquid phases of the porous electrode, according to equations (4.5) and (4.6) respectively, 

 𝑑2𝜑𝑠

𝑑𝑥2
= −

𝑎 𝑖𝑛

𝜎𝑠
 (4.5) 
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 𝑑2𝜑𝑙

𝑑𝑥2
= −

𝑎 𝑖𝑛

𝜎𝑙
 (4.6) 

It should be noted that equations (4.3),(4.5) and (4.6) utilize specific surface area 𝑎 for the pseudo-

porous condition, which is dropped for the physical porous geometry. The kinetics of the redox 

reaction are described by the Butler-Volmer equation, 

 𝑖𝑛 = 𝑖𝑜  [
𝑐𝑅

𝑐∘
𝑒𝑥𝑝(𝛼𝑎 𝑓𝜂𝑖𝑛)  −

𝑐𝑂

𝑐∘
𝑒𝑥𝑝(−𝛼𝑐 𝑓𝜂𝑖𝑛)] (4.7) 

The overpotential, η, is calculated by, 

 𝜂 =  𝜑𝑠 − 𝜑𝑙 − 𝐸𝑒𝑞 (4.8) 

The steady state mass balance yields the relationship between the species concentration and the 

reaction rate, 

 ∇ · 𝑁𝑖 = 𝑅 (4.9) 

In a dilute electrolyte flowing through a porous electrode, the flux of mobile ionic species is 

dominated by diffusion and convection, 

 
𝑁𝑖 = −𝐷𝑖

𝑑𝐶𝑖

𝑑𝑥
+ v𝐶𝑖 (4.10) 

For the pseudo-porous model, the effective concentration diffusivity is calculated according to the 

Millington and Quirck model [84], 

 
𝐷𝑖(𝑒𝑓𝑓) =

𝜆𝑝

𝜍𝑖
 𝐷𝑖 (4.11) 

where tortuosity ς is related to porosity λ as, 

 
𝜍𝑖 =  𝜆𝑝

−1
3⁄   (4.12) 

The effective liquid phase conductivity in the porous electrode was estimated by the Bruggeman 

equation [85], 

 𝜎𝑙 = 𝜎𝑙,0 × 𝜆𝑙
1.5 (4.13) 

where ε is the fraction of volume occupied by the liquid phase in the porous electrode
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4.3  Dimensional Analysis of the Continuity Equation 

A common method to model fluid phenomena is with the use of dimensionless numbers which, in 

essence, provide information as to ‘what’ and “how”.  From the dimensional analysis of the NS 

continuity equation [86], one of those is the Reynolds number ( Re ), 

 
Re =

𝐿 𝑢

υ
 (4.14) 

where L is the characteristic length, u is the velocity and υ is the kinematic viscosity. Other 

dimensionless numbers include Prandtl (Pr), Schmidt (Sc), Peclet (Pe)  and Damkohler (Da). 

Dimensionless numbers are anchors that provide a pathway for modeling various phenomena using 

different scales.  As seen in Figure 8, systems with different scales are connected via the same 

dimensionless number and therefore should yield the same results [87]. The lattice scale N is 

number of lattices required. 

 

 

Figure 8: Physical, Dimensionless and Lattice Scale Relationship 

 

As previously mentioned, there is no dimensionless number suitable for the particular 

electrochemical problem. The forthcoming dimensional analysis for the developed pseudo-porous 

mathematical model in the previous section  largely follows Brushett et al.  [31]. The continuity 
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equation with reaction rate as species source/sink, presented in previous section, is dimensionally 

analyzed as follows. 

 ∂𝐶

∂𝑡
+ ∇ · 𝑵 = 𝑅 (4.15) 

 
𝑢∇𝐶 − 𝐷∇2 𝐶 =

𝑠𝑎𝑖𝑛

𝑛𝐹
 (4.16) 

where s is the stoichiometric coefficient, a is the specific surface area, n is the number of electrons 

and F is the Faraday’s constant. Multiplying both sides by 𝐿
2

𝐶0
⁄ , 

 
𝑢∇𝐶

𝐿2

𝐶0
− 𝐷∇2𝐶

𝐿2

𝐶0
=

𝑠𝑎𝑖𝑛

𝑛𝐹

𝐿2

𝐶0
 (4.17) 

followed by division by uL, 

 
∇
~

 𝐶
~

−
𝐷

𝑢𝐿
∇
~

2 𝐶
~

=
𝑠𝑎𝐿𝑖𝑛

𝑢𝑛𝐹𝐶0
 (4.18) 

then relating 𝑓(𝜑) =
𝑖𝑛

𝑖0
⁄  where, 

 
𝑓(𝜑) =

𝑖𝑛

𝑖𝑜
=

[
𝐶𝑅

𝐶∘ 𝑒𝑥𝑝(𝛼𝑎 𝑓𝜂𝑖𝑛)  −
𝐶𝑂

𝐶∘ 𝑒𝑥𝑝(−𝛼𝑐 𝑓𝜂𝑖𝑛)]

1 +
𝑖𝑜

𝑖𝑙𝑖𝑚
[
𝐶𝑅

𝐶∘ 𝑒𝑥𝑝(𝛼𝑎 𝑓𝜂𝑖𝑛)  +
𝐶𝑂

𝐶∘ 𝑒𝑥𝑝(𝛼𝑐 𝑓𝜂𝑖𝑛)]
 (4.19) 

and inserting (4.18) into (4.17) gives, 

 
∇
~

 𝐶
~

−
𝐷

𝑢𝐿
 ∇

~
2 𝐶

~

=
𝑠𝑎𝐿𝑖0

𝑢𝑛𝐹𝐶0
 𝑓(𝜑) (4.20) 

The dimensionless reducing and oxidizing agent concentrations are normalized by standard 

concentration, 

 
𝐶
~

𝑅 =
𝐶𝑅

𝐶∘
 (4.19) 

 
𝐶
~

𝑂 =
𝐶𝑂

𝐶∘
 (4.20) 

Defining the ratio of the exchange and limiting currents, 
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θ =

𝑖𝑜

𝑖𝑙𝑖𝑚
 (4.21) 

while the dimensionless potential is normalized by 𝐹 𝑟𝑇⁄ , 𝑉−1 

 
𝜑
~

=
𝐹𝜑

𝑟𝑇
 (4.22) 

giving the following relationship for dimensionless overpotential, 

 𝜂
~

=  𝜑
~

𝑠 − 𝜑
~

𝑙 − 𝜑
~

𝑒𝑞 (4.23) 

The dimensionless form of equation (4.18) is then 

 
𝑓(𝜑

~
) =

𝑖𝑛

𝑖𝑜
=

[𝐶𝑅

~

 𝑒𝑥𝑝(𝛼𝑎  𝜂
~

)  − 𝐶𝑂

~

 𝑒𝑥𝑝(−𝛼𝑐  𝜂
~

)]

1 + 𝜃 [𝐶𝑅

~

 𝑒𝑥𝑝(𝛼𝑎  𝜂
~

)  + 𝐶𝑂

~

 𝑒𝑥𝑝(𝛼𝑐  𝜂
~

)]
 (4.24) 

Recognizing that, 

 1

𝑃𝑒
  =

𝐷

𝑢𝐿
 (4.25) 

where Pe is the Peclet number relating the dominance of advection and diffusion. Letting, 

 
𝑅
~

=
𝑠𝑎𝐿𝑖0

𝑢𝑛𝐹𝐶0
  (4.26) 

yields the dimensionless continuity equation, 

 
∇
~

 𝐶
~

−
1

𝑃𝑒
 ∇

~
2 𝐶

~

= 𝑅
~

 𝑓(𝜑
~

) (4.27) 

where 𝑅
~

 is a constant and should be normalized given the range of evaluation. For example, 

varying 𝐶0 between 0.01 and 0.02,  𝑅
~

 would correspond to 1 and 0.5, respectively. Similarly, the 

overpotential is related to current as, 

 𝜕2𝜑
~

𝜕𝑥
~

2
= 𝛫

~

 𝑓(𝜑
~

) (4.28) 

where constant 𝛫
~

 is, 
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𝛫
~

=
𝐹𝑎𝐿2𝑖𝑜

𝜎𝑒𝑓𝑓𝑟𝑇
  (4.29) 

 

In some cases, the quantity advected and/or diffused is a scalar such as temperature and 

concentration, seen in Chapter 5. If the flow is reactionless, the species conservation follows 

equation 2.57, similarly for temperature. The methodology for scale conversion, in the absence of 

a dimensionless number, is formulated around selecting dimensionless reference parameters and 

base dimensions as outlined in [86] [88]. All systems can be represented by 8 basic units and their 

combinations [89]–[91]. For example, using  𝜌
~

= 𝑢
~

= 1, the physical and lattice scale reference 

mass and time can be found as, 

 𝑚𝑜(𝑃𝑆) =
𝜌

𝜌
~ 𝑥0(𝑃𝑆)

3  (4.30) 

where, 

 
𝜌
~

= 𝜌(𝐿𝑆)

𝑥0(𝐿𝑆)
3

𝑚𝑜(𝐿𝑆)
 (4.31) 

and  

 
𝑡𝑜(𝑃𝑆) =

𝑢
~

𝑢
𝑥𝑜(𝑃𝑆) (4.32) 

where, 

 
𝑢
~

= 𝑢(𝐿𝑆)

𝑡𝑜(𝐿𝑆)

𝑥𝑜(𝐿𝑆)
 (4.33) 

Similarly, instead of density (  𝑘𝑔
𝑚3⁄  ) and mass ( kg ), concentration (𝑚𝑜𝑙

𝑚3⁄ ) and amount of 

substance (mol) can be used. Species transport follows the following LBM algorithm, 

If the porous structure is mimicked, as seen in Chapter 6, the surface reactions are resolved via 

boundary conditions rather than the pore Reynolds number is used where,  

 
𝑅𝑒𝑝 =

𝑑𝑝 𝑢𝑚𝑎𝑥

𝜐
 (4.34) 
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and the equivalent spherical diameter of the particle is [92], 

 
𝑑𝑝 =

6

𝑎
 (4.35) 

where the specific surface (a) is assumed to be based on uniform spheres. The physical scale 

species concentration diffusivity is related to lattice scale by ,  

 
( 

𝐷Δ𝑡

Δ𝑥
 )

𝑃𝑆
= ( 

𝐷Δ𝑡

Δ𝑥
 )

𝐿𝑆
 (4.36) 

Generally, given that the Re value is known, with lattice kinematic viscosity given by (3.10) where 

τ is a free parameter. The lattice velocity must be less than 0.17 in the incompressible limit due to 

the condition that the Mach number should be less than 0.3 [56] . Therefore, there is a choice in 

selecting the lattice scale kinematic viscosity, velocity, and the number of lattices, barring that the 

outlined conditions are met. 
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4.4 The Pseudo-Porous Model 

If the velocity is assumed to be constant and not vary temporally, as is the case with this model, 

evaluating the flow field is unnecessary. It should be noted that this work deals only with steady 

state conditions. The following LBM model is a based on the pseudo-porous approach using 

effective concentration diffusivity, porosity, and medium conductivity (Millington and Quirck (eq 

4.11), Bruggeman (eq 4.13) corrections) .Concentration for each species is calculated by, 

 
𝑔𝑁,𝑖(𝑥 + 𝑐𝑖𝑑𝑡, 𝑡 + 𝑑𝑡) − 𝑔𝑁,𝑖(𝑥, 𝑡) = −

1

τ𝑔
(𝑔𝑁,𝑖 − 𝑔𝑁,𝑖

𝑒𝑞 ) +  𝐹𝐶,𝑁 (4.37) 

where the equilibrium distribution function for one dimension is , 

 
𝑔𝑁,𝑖

𝑒𝑞 = 𝑤𝑖 𝐶𝑁,𝑖 {1 +
(𝑐𝑖  · 𝒖)

𝑐𝑠
2

} (4.38) 

and for two-dimensional case 

 
𝑔𝑁,𝑖

𝑒𝑞 = 𝑤𝑖 𝐶𝑁,𝑖 {1 +
(𝑐𝑖  · 𝒖)

𝑐𝑠
2

+
1

2

(𝑐𝑖  · 𝒖)2

𝑐𝑠
4

−
1

2

𝒖2

𝑐𝑠
2

} (4.39) 

Note, that each species has its own distribution and equilibrium function (i.e. 𝑔𝑁,𝑖 and 𝑔𝑁,𝑖
𝑒𝑞 ) where 

N is the N-th species. Three-dimensional modelling is outside of the scope of this research and is 

thus omitted. 

The concentration sink/source for one dimension 

 
𝐹𝐶,𝑁 = (1 −

1

2 𝜏𝑔
)  𝑤𝑖  (

𝒄𝑖 − 𝒖

𝑐𝑠
2

)  𝑅𝑙𝑏𝑚,𝑁  𝑓(𝜑)𝑙𝑏𝑚 (4.40) 

and for, and for two-dimensional case 

 
𝐹𝐶,𝑁 = (1 −

1

2 τ𝑔
)  𝑤𝑖  (

𝒄𝑖 − 𝒖

𝑐𝑠
2

+
𝒄𝑖 · 𝒖

𝑐𝑠
4

𝒄𝑖) 𝑅𝑙𝑏𝑚,𝑁𝑓(𝜑)𝑙𝑏𝑚 (4.41) 

The concentration relaxation time constant τ𝑔, is determined from lattice diffusivity, 
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𝐷𝑙𝑏𝑚,𝑁 =

2τ𝑔 − 1

6
 (4.42) 

Solid and liquid potential are solved for individually with, 

 
ℎ𝑠,𝑙𝑖

(𝑥 + 𝑐𝑖𝑑𝑡, 𝑡 + 𝑑𝑡) − ℎ𝑠,𝑙𝑖
(𝑥, 𝑡) = −

1

τℎ
(ℎ𝑠,𝑙𝑖

− ℎ𝑠,𝑙𝑖

𝑒𝑞 ) +  𝐹φ𝑠,𝑙
 (4.43) 

and the potential equilibrium distribution function for both lattice models defined as, 

 ℎ𝑠,𝑙𝑖

𝑒𝑞 = 𝑤𝑖 φ𝑠,𝑙 (4.44) 

while the potential source/sink for one dimension 

 
𝐹φ𝑠,𝑙

= (1 −
1

2 τℎ
) 𝑤𝑖  (

𝒄𝑖 − 𝒖

𝑐𝑠
2

)  𝐾𝑙𝑏𝑚𝑠,𝑙
  (4.45) 

and for and for two-dimensional case, 

 
𝐹φ𝑠,𝑙

= (1 −
1

2 τ𝑔
)  𝑤𝑖  (

𝒄𝑖 − 𝒖

𝑐𝑠
2

+
𝒄𝑖 · 𝒖

𝑐𝑠
4

𝒄𝑖) 𝐾𝑙𝑏𝑚𝑠,𝑙
 (4.46) 

The potential relaxation time constant τℎ, is related to lattice conductivity of each phase, 

 
σ𝑙𝑏𝑚𝑠,𝑙

=
2τℎ − 1

6
 (4.47) 
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4.5  The Physical Porous Geometry Model 

The previous section dealt with the pseudo-porous model involving the continuum approach and 

LBM where transport and interfacial reactions within porous media were based on spatial averages 

and parameter corrections. The following aims to mimic a two-dimensional porous anode and 

investigate the pore-scale process involving surface kinetics under the aqueous condition and 

dilute solution. 

The attractiveness of  LBM in its application toward pore-scale modelling involving transport 

phenomena and reactive flows is highlighted by a variety of published material [93]–[97]. 

Investigating systems involving porous media is a complicated endeavour as the problems involve 

various scales, processes, hydrological variations, and morphological dependencies. The ability of 

LBM to describe nonequilibrium dynamics makes it particularly fitting for situations concerning 

surface reactions and complex boundaries. A number of methodologies have been developed for 

heterogeneous reactions such as augmented bounce back scheme [98], varying solid and liquid 

resistances [99], and treatment of interfaces as part of bulk dynamics with flux correction during 

collision [100]. As will be seen in the this section, the LBM model builds upon the previously 

developed by utilizing a randomly distributed homogeneous matrix where surface reactions are 

included via boundary conditions, The effect of the Reynolds number and porosity are 

investigated. 

The porous region, shown in Figure 12a, is broken down into active and non-active boundaries as 

shown in Figure 12b. The active boundaries are imposed based on the node configurations shown 

in Figure 13, meanwhile the non-active boundaries are treated with the bounce-back scheme. The 

active node configurations were selected such that only three distribution functions are unknown 
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and have the same mathematical relationship for species concentration as given by equation 4.51. 

The porous region is generated randomly having Gaussian distribution. 

 

 

( a ) 

 

( b ) 

 

Figure 9: Porous Region ( a ) Total ( b ) Active-Red and Inactive-Cyan 
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Figure 10: Active Boundary Nodes Configuration 
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The collision operator used for concentration is [101] 

 
𝑔𝑁,𝑖(𝑥 + 𝑐𝑖𝑑𝑡, 𝑡 + 𝑑𝑡) − 𝑔𝑁,𝑖(𝑥, 𝑡) = −

1

(𝜏𝑔,𝑖 + 0.5)
(𝑔𝑁,𝑖 − 𝑔𝑁,𝑖

𝑒𝑞 ) (4.48) 

The 0.5 comes from the discretization procedure. The surface reaction is now modeled using the 

nonequilibrium portion of the distribution function for the boundary [93]. Taking the North 

boundary for example as seen in Figure 11, 

 

 

 

 

 

 

Figure 11: North Boundary Distribution Functions 

Since 

 𝑔2 + 𝑔4 = 𝑔2
𝑒𝑞 + 𝑔2

𝑛𝑒𝑞 + 𝑔4
𝑒𝑞 + 𝑔4

𝑛𝑒𝑞 = 𝑔2
𝑒𝑞 + 𝑔4

𝑒𝑞 (4.49) 

the unknown distribution functions can be found by, 

 𝑔2 = 𝑔2
𝑒𝑞 + 𝑔4

𝑒𝑞  −  𝑔4 

𝑔5 = 𝑔5
𝑒𝑞 + 𝑔7

𝑒𝑞  −  𝑔7 

𝑔6 = 𝑔6
𝑒𝑞 + 𝑔8

𝑒𝑞  −  𝑔8 

(4.50) 

and the species concentration as, 

 
𝐶𝑖 = 6(𝑔4 +  𝑔7 +  𝑔8) −  3 (1 +  

1

2τ𝑔
) 𝑅𝑙𝑏𝑚,𝑖  𝑓(𝜑)𝑙𝑏𝑚 (4.51) 

where, 

𝑔8 𝑔7 

 

𝑔4 

𝑔5 𝑔6 𝑔2 

FLUID 

SOLID 
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𝑅𝑙𝑏𝑚,𝑖  =

𝑠𝑖0

𝑛𝐹
 (4.52) 

and, 

 
 𝑓(𝜑)𝑙𝑏𝑚 =

𝑖𝑛

𝑖𝑜
=

[
𝐶𝑅

𝐶∘ 𝑒𝑥𝑝(𝛼𝑎 𝑓𝜂𝑖𝑛)  −
𝐶𝑂

𝐶∘ 𝑒𝑥𝑝(−𝛼𝑐 𝑓𝜂𝑖𝑛)]

1 +
𝑖𝑜

𝑖𝑙𝑖𝑚
[
𝐶𝑅

𝐶∘ 𝑒𝑥𝑝(𝛼𝑎 𝑓𝜂𝑖𝑛)  +
𝐶𝑂

𝐶∘ 𝑒𝑥𝑝(𝛼𝑐 𝑓𝜂𝑖𝑛)]
 (4.53) 

 

4.6 Summary 

The mathematical model for electrochemically reactive flow was developed in this chapter. The 

dimensional analysis of the continuity equation was performed. Utilizing the derived 

dimensionless parameters, the relationship of the surface kinetics between the physical and the 

lattice scales was established. The LBM algorithm for the pseudo and physical flow-through 

porous electrodes was developed. 
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Chapter 5 

Code Validation and Benchmark Solutions 

5.1 Introduction 

The following sections are focused on utilizing applicable LBM problems for code validation, 

identification of the variety of components and their relevance, as well as transition to 

electrochemistry in the developed pseudo and physical porosity models. As discussed in section 

2.3, advection and diffusion are the ion transport modes considered in this research. In order to 

validate the developed code for the models each mode was solved separately through the following 

examples of heat conduction in a rectangular plate for diffusion and fully developed flow channel 

advection. Ultimately, the objective is to model a dilute solution flowing through a porous medium 

while undergoing electrochemical changes via redox surface reactions. With a focus on porosity, 

an obstacle is added to the advection in a channel problem seen in section 5.3. Addition of an 

obstacle provides a pathway to mimicking the physical porous structure as it is nothing other than 

a zone with many obstacles and channels, see section 5.2. For the purpose of ion advection, heat 

transfer is added in section 5.4, wherewith the addition of a separate probability distribution 

function for temperature is analogous to species transport, as seen in section 5.5. 
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5.2  Heat Conduction in a Rectangular Plate 

Steady state 2-D heat diffusion in a rectangular fin is investigated in this section. The fin (k=10W 

m-1 K-1),presented in Figure 12, has length L = 8 mm and width w= 4 mm with 𝑇𝑤 = 45°𝐶, 𝑇∞ =

25°𝐶 and h =600W m−2 K-1. 

 

Figure 12: Heat Conduction Fin GeometryUsing 𝐷2𝑄9 lattice model, the temperature distribution 

can be determined as follows, 

 𝑓𝑖(𝑥, 𝑦) = 𝑓𝑖(𝑥, 𝑦)[1 − ω] + ω𝑓𝑖
𝑒𝑞(x, y) (5.1) 

where the relationship between lattice thermal diffusivity and the relaxation parameter is, 

 
α =

2τ − 1

6
 (5.2) 

The equilibrium distribution function 𝑓𝑖
𝑒𝑞 for thermal diffusion is, 

 𝑓𝑖
𝑒𝑞 = 𝑤𝑖θ(x, y) (5.3) 

and the temperature is evaluated as, 

 
θ(𝑥, 𝑦) = ∑ 𝑓𝑖(𝑥, 𝑦)

8

𝑖=0

 (5.4) 
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where θ is the non-dimensional temperature and is calculated as follows, 

 
θ =

𝑇 − 𝑇∞

𝑇𝑤 − 𝑇∞
 (5.5) 

The temperature on the west boundary is constant, with unknown distribution functions are 𝑓5, 𝑓1 

and 𝑓8, Figure 13, and can be found as previously mentioned constant BC, 

 𝑓𝑖 = 𝑇𝑤(𝑤𝑖 + 𝑤𝑖+2) − 𝑓𝑖+2 (5.6) 

 

Figure 13: Constant Temperature Boundary 

The other three sides of the domain, involving convective heat transfer where, 

 −𝑘 𝜕𝑦𝑇 = −𝑘𝜕𝑥𝑇 = ℎ(𝑇 − 𝑇∞) (5.7) 

having non-dimensional from, 

 𝜕𝑦𝜃 =  𝜕𝑥𝜃 = 𝐵𝑖 (5.8) 

Where Bi is the Biot number, which is a dimensionless number that relates the convective heat 

transfer coefficient ℎ and the thermal conductivity of the body  𝑘, such that, 

 
𝐵𝑖 =

ℎ∆𝑦

𝑘
 (5.9) 

 

The functionality of LBM, following a generic algorithm as shown in Figure 14,  
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Figure 14: LBM Algorithm 

 

Based on the outlined conditions, fin heat diffusion is shown in Figures 15 and 16. Diffusion 

transport is shown with the vertical temperature profile, seen in Figure 16, gets increasingly 

narrow, while temperature decreases downstream of the fin.     
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Figure 15: Fin Dimensionless Temperature Contour 

 

Figure 16: Fin Vertical Dimensionless Temperature Profile  

.
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5.3 Fully Developed Flow, Advection in a Channel 

Advection in a channel under fully developed (Poiseuille) laminar flow regime with uniform inlet 

velocity ,shown in Figure 17, is simulated. 

 

Figure 17: Fully Developed Flow, Advection in a Channel 

With density and viscosity ρ𝑙𝑠 = 1, ν𝑙𝑠 = 0.05 , respectively. Where lattice viscosity is given as, 

 
ν =

2τ − 1

6
 (5.10) 

The velocity inlet (W) with 𝑢𝑙𝑠 = 0.1, bounce back (N,S) and zero-gradient (E) BC’s are applied. 

The flow development throughout the channel can be seen in Figure 18, where  𝑢 𝑢𝑎𝑣𝑒⁄  is the ratio 

of dimensionless velocity and the cross section of the fully developed flow,  

 
𝑢𝑎𝑣𝑒 =

2

3
 𝑢𝑚𝑎𝑥 (5.11) 

and 𝑢𝑚𝑎𝑥 is taken to be the maximum velocity at the channel outlet. The dimensionless cross-

sectional position  𝑌 𝐻⁄  , is the position Y  normalized by the channel height  H.  
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Figure 18:Radial Velocity Profile Along Different Sections of the Channel 

The fully developed region is shown to agree with the analytical solution in Figure 19 [55] . 

 

Figure 19: Fully Developed Flow, Advection in a Channel LBM Results vs Analytical 
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5.4  Effect of an Obstacle on Heat Transfer in a Channel 

The flow around an obstacle with heat transfer, Figures 20 and 21 , was selected for code validation 

involving the physical porous geometry given in Chapter 4. The structure, as seen in section 4.5 

Figure 9a, is a combination of channels and obstacles. 

 

 

Figure 20: Flow around Obstacle in a channel Domain 

The addition of another distribution functions is illustrated with an addition of temperature 

advection, as seen in Figure 23.  

 

Figure 21: Flow Around an Obstacle in a Channel with Heat Transfer  

The temperature equilibrium distribution function is, 
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𝑔𝑖

𝑒𝑞 = 𝑤𝑖 𝑇  {1 +
(𝑐𝑖  · 𝒖)

𝑐𝑠
2

+
1

2

(𝑐𝑖  · 𝒖)2

𝑐𝑠
4

−
1

2

𝒖2

𝑐𝑠
2

} (5.13) 

The Pr =0.71 where, 

 𝑃𝑟 =
𝑣

𝜉
 (5.14) 

with thermal diffusivity ξ being, 

 
ξ =

2τ𝑔 − 1

6
 (5.15) 

Thus, given Pr and lattice kinematic viscosity, lattice thermal diffusivity and τ𝑔 can be determined 

accordingly. Constant advection BC is applied to all sides.   

Simulations are performed based on Re=50,100, 150, 200 characteristic blockage ratios 𝐻 𝑑⁄ = 4 

,  𝑥 𝐻⁄ = 2, and 𝑦 𝐻⁄ = 0.375,  0.625. The bounce back BC is used for obstacle walls. Lattice scale 

velocity is set to 0.1, then viscosity is calculated from the Reynolds number and τ from viscosity 

according to (3.10). The velocity profiles due to varying Re and obstacle location can be seen in 

Figures 21 and 22, respectively. With the increase of Re the obstacle effect on the flow becomes 

increasingly appreciable. Furthermore, the obstacle location with  𝑦 𝐻⁄ = 0.375  and 0.625 is seen 

to have symmetric velocity profiles. 
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Figure 22: Flow Around an Obstacle Velocity Magnitude Contour, y/H=0.625, a) Re=50, b) Re=100, c) 

Re=150,d) Re=200 

 

Figure 23: Flow Around an Obstacle Velocity Magnitude Contour, y/H=0.375, a) Re=50, b) Re=100, c) 

Re=150,d) Re=200 
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As seen in Figures 24 and 25, the effect of Re on the temperature profile, when the obstacle is 

closer the hotter wall, has a greater effect on the heat distribution as opposed to when the obstacle 

is further away. 

 

 

 

 

Figure 24: Temperature Contour, y/H=0.625, a) Re=50, b) Re=100, c) Re=150,d) Re=200 
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Figure 25: Temperature Contour, y/H=0.375, a) Re=50, b) Re=100, c) Re=150,d) Re=200 
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5.5  Advection and Diffusion in a Channel with Species Transport 

In this section, an advection diffusion problem involving species transport, which has an analytical 

-Leveque solution, is solved using the developed code [102] [103]. The domain, with entrance 

velocity having a parabolic profile, is shown in Figure 26 below. 

 

 

 

Figure 26: Species Concentration Advection and Diffusion in a Channel 

 

The simulation results for species flux across the bottom surface show good agreement with the 

analytical solution as seen in Figure 27. The species flux is seen to be the highest at the inlet with 

a rapid decrease followed by an eventual plateau. 
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Figure 27: LBM Species Flux at the Bottom Surface vs Analytica Solution[104] 

5.6  Summary 

A set of problems were solved in this chapter. Section 5.2 outlined the rudimentary LBM algorithm 

implementation through a scalar thermal diffusion example. Section 5.3 involved the addition of 

fluid flow in a simple channel followed by obstacle inclusion in section 5.4. Fluid flow around the 

obstacle was used for code validation with the purpose of transition to flow within a porous 

structure. Furthermore, temperature addition served as a gateway to using multiple probability 

distribution functions leading to species transport shown in section 5.5. The aforementioned 

processes served as the building blocks for the study of surface reactions as discussed in the next 

chapter. 
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Chapter 6 

Results and Discussion 

6.1 Introduction 

The sections in this chapter discuss the numerical investigation, using the pseudo approach, of a 

one-dimensional anode and the single cell reactor, outlined in Chapter 4. The relationship between 

current, potential and the concentrations of the iodide/iodine couple was studied. Following, a set 

of two-dimensional simulations, in a physical flow-through porous anode, were performed with 

0.1 ≤ Re ≤ 5 and porosity λ= 0.9. Low Reynolds values were selected instead of the residence 

time being one of the key components in attaining  favorable reaction kinetics and current densities 

[105]. Reynolds values exceeding 10 were not investigated since they would require inertial-

effects consideration, which is outside of the scope of this work [106]. As previously alluded to, 

the increased surface area is an attractive feature of the porous electrode as it allows for more 

reactions sites but can be hindered by slow reaction kinetics. The reaction kinetics are influenced 

by several processes such as mass transfer, surface adhesion, double layer capacitance, pressure, 

crystallization, and flow, particularly in electrochemical systems aimed at water treatment. Besides 

an applied potential necessary to drive a redox couple such as Iodide/Iodine, in the required 

direction, the flow regime needs to be considered since reduced contact time with the surface can 

limit the treatment systems performance. While several additional factors can be of influence, 
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based on the developed model, the forthcoming sections aims to investigate the relationship 

between flow and the surface kinetics of iodine in the ppm range.  

One of the other factors that can influence the reaction process is the surface treatment and can be 

achieved with varying methods, such as heat and electrochemical treatment. Electrochemical 

treatment, where a potential is applied across the electrode, has been reported to result in a 256 % 

current density improvement in a carbon felt electrode [105]. The applied potential led to the 

formation of micro-cavities on the felt surface. By creating more voids, the application of the 

potential has made the carbon felt more porous. The second set of simulations was directed at 

exploring the effect of varying porosity on iodide oxidation in a flow-through porous electrode  

The commercially available carbon felt electrodes vary in porosity but can typically be found in 

the 0.9 range [107]. With Re=1, the porosity is varied with λ= 0.8 and 0.7.  

Determining the solid and liquid phase potential distribution, within a porous electrode, is a very 

challenging endeavour. Experimentally, having the same applied potential can yield varying 

potentials (electric potential) against the reference electrode, depending on the electrode size and 

flow conditions, to name a few. For the purpose of this study, the electric potential distributions of 

the solid and liquid phase were imposed, using the results obtained with the pseudo-porous 

approach, having only axial variation as seen in Figure 28. Utilizing two-dimensional porous 

geometry with five probability distribution functions corresponding to flow, concentration of two 

species, solid and liquid potentials increase the computational cost considerably compared to the 

pseudo-porous model and is outside of the scope of this work.  
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                                      ( a )                                                                          ( b ) 

 

Figure 28: Phase Potential Distribution Results Imposed from the Pseudo Porous Model (a) Solid, (b) 

Electrolyte 

 

   v     v  
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6.2 Pseudo-Porous Anode 

The one-dimensional model of iodide oxidation, using 𝐷1 𝑄3, was first tested on only the anode as 

shown in Figure 29. The simulation parameters are given in Table 1. The reaction kinetics were 

assumed to be concentration independent (Butler-Volmer, equation (2.25)), with constant 

equilibrium potential.     

 

 

 

Figure 29: Domain Schematic of a One-dimensional Porous Anode 
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Table 1: Simulation Parameters for the Pseudo and Physical Models 

Parameter Value (units) Reference 

𝐷𝐼− 1.8e-09 (m2 s-1) [108] 

𝐷𝐼2
 1.4e-09 (m2 s-1) [109] 

σ𝑙 1e-03 (S m-1) [110] 

σ𝑠 10 (S m-1) [111] 

σ𝑆𝐸𝑃 1e-05 (S m-1) [112] 

L 0.03 (m)  

u 0.005 (m s-1)  

𝐶𝐼−,0 0.01 (mol m-3)  

𝐶𝐼2,0 0 (mol m-3)  

𝐸𝑒𝑞 -0.621 (V)  

𝑖0 0.0057 (A m-2)  

α𝑎,α𝑐 0.5  

𝑖𝑙𝑖𝑚 0.7(𝐶𝐼−) (A m-2)  

𝑉𝑐𝑒𝑙𝑙 -0.38 (V)  

𝜏𝐼,𝐼− 0.52  

𝜏𝑠,𝑙 0.6  

𝜏𝑙,𝑆𝐸𝑃 0.53  

 

The results obtained with the developed LBM model (Figure 30-35) are in excellent agreement 

with FEM. Figures 30 and 31 show results in concentration units (cu) while Figures 32  exemplifies 

the corresponding physical values. The iodide concentration is seen to decrease rapidly near the 

end of the anode corresponding to iodine production. This can be attributed to the exponential 

relationship between concentration and overpotential as seen in the BV equation. 
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Figure 30: Iodide Concentration LBM 

 

 

Figure 31: Iodine Concentration LBM 
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Figure 32: Iodine Concentration LBM vs FEM (scaled) 

 

The solid phase potential is much lower than in the liquid phase as seen in Figures 33 and 34, 

respectively. Furthermore, the rapid decrease in the liquid phase potential, near the end of the 

anode and small gradient in the solid phase result in higher overpotential. Higher overpotentials 

correspond to higher current densities, increased reaction rates and facilitate iodide consumption 

and corresponding iodine production. 
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Figure 33: Solid Potential LBM vs FEM 

 

Figure 34: Electrolyte Potential LBM vs FEM 
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The solid and liquid current density are determined using Ohm’s law via the resolved potentials 

given in Figures 33 and 34. As seen in Figure 35, symmetry is observed where current leaving the 

solid phase is picked up by the liquid phase.  

 

 

Figure 35: Pseudo Porous Anode Solid and Electrolyte Current Density LBM vs FEM
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6.3 Single Cell Reactor  

The single cell reactor, Figure 36, was simulated with 𝑉𝑐𝑒𝑙𝑙 = 1.5 (𝑉), concentration dependent 

kinetics as shown in section 4.4, and constant equilibrium potential. The solid separator potential 

was treated as a potential drop between the anode and cathode boundaries, the same can be done 

for the liquid potential. In this work the liquid potential in the separator was solved for by varying 

the relaxation time due to different conductivity. Since the cathode and anode are of different 

length scales the potential force terms in the cathode were scaled via the scaling factor found to 

be, 

 

 
𝑠" =

𝐿𝑐𝑎𝑡ℎ𝑜𝑑𝑒
2

𝐿𝑎𝑛𝑜𝑑𝑒
2  (6.1) 

 

 

Figure 36: Schematic Representation of a Disinfection Cell with Flow-Through Porous Electrodes 

The porous anode and cathode electrodes in the reactor were carbon felt with an assumed effective 

specific surface area of 5000 m2 m-3 and porosity of 0.9 The separator was glass-wool with 
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assumed specific surface area of 500 m2 m-3. The anode, cathode, and separator thickness were 

each respectively set as 3, 1.5 cm, and 0.5 cm based on the cell dimensions found in [23].   

 

Note that the length scale used for the potential relaxation times is the anode length, if  τ is to be 

based off the cathode length the inverse of equation (6.1) would be used for the potential force 

terms in the anode. The length scale for concentration is the full reactor domain meaning that the 

reaction rate scales are not required. Since the electrolyte (west) and solid (east) potentials are not 

initially known, the dimensionless potential can also be expressed as  

 

 φ
~

=
φ

Δφ
 (6.2) 

 

where Δφ is continuously adjusted based on the changing boundary potentials after each iteration 

Figures 37-40 show good agreement between the scaled LBM results and FEM. The concentration 

profiles of I- and I2 through the reactor are seen in figures 37 and 38, respectively. Iodide shows a 

decreasing trend in the anode due to oxidation to I2. The decrease corresponds to majority of the 

surface reactions occurring closer to the tail end of the anode, which has been alluded to in [23]. 

For electrochemical flow reactors employing spacers between the anode and cathode, the 

interelectrode distance is key in optimizing and describing the electrochemical reaction [113]. 

Reduced gaps have been observed to lower cell resistance, requiring reduced amounts of 

supporting electrolyte [114]. The iodide consumption closer to the outlet can yield improved cell 

performance with more efficient synthesis and charge transfer between the electrodes.  

Iodine reduction is observed is observed until the midpoint of the electrode followed by oxidation 

corresponding to iodide reduction. The electrode in this case is then seen to operate in both the 
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cathodic and the anodic modes. The increasing trend of iodine downstream is likely due to the to 

lower reduction rate leading to a net positive effect for the iodine production as per the Butler-

Volmer equation previously discussed. The low conductivity of the spacer hinders the Faradic 

current, arising from the surface potential between the solid and the electrolyte. As shown in 

Figures 37 and 38, both species concentrations remain constant throughout the spacer.  

 

 

Figure 37: Single Cell Reactor Iodide Concentration LBM vs FEM 
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Figure 38: Single Cell Reactor Iodine Concentration LBM vs FEM 

A cell potential of 1.5 Volts against the standard hydrogen electrode (SHE) is applied with the 

graphite and solution potential distributions shown in Figures 39 and 40, respectively. Reference 

electrodes are utilized in a three-electrode system found in electrochemical techniques such as 

cyclic voltammetry, used to determine redox response to potential sweep, along with the working 

and the counted electrodes. The working electrode is the one being observed while the counter 

electrode is inert and only serves to allow current flow. The redox potential is then measured 

against a reference electrode such as the SHE which has well known electrode potential. The solid 

phase potential gradient is almost zero at both the anode and cathode, however due to the low 

conductivity of the glass wool, a large potential drop is observed. Similar to Figure 35 found in 

the previous section,  symmetry is observed between the potential profiles of the phases. The 

current leaving the solid phase must enter the liquid phase and vice versa.  
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Figure 39: Single Cell Reactor Solid Potential 

 

Figure 40: Single Cell Reactor Electrolyte Potential 
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6.4 Effect of Reynolds Number on Iodide/Iodine Concentration 

Next, a porous zone is mimicked in a channel The channel has a length height H and length 3H 

while the porous zone is located H/2 from the inlet and has a length and height of  H . For velocity, 

all the walls have a no-slip BC while inlet has a velocity BC and zero-gradient at the outlet. 

Concentration has a constant BC at the inlet and is zero gradient-everywhere else, except for the 

active nodes within the porous zone as will be discussed in section 4.5 A dilute solution with 𝐶𝐼0
− 

enters the channel with Poiseuille flow profile and varying maximum velocity 𝑈𝑚𝑎𝑥, as seen in 

Figure 41.  

The simulations were carried out based Re = 5,1,0.5,0.1 and porosity λ= 0.9. LBM relaxation 

constants are given in Table 2, with 𝜏𝐼− =  𝜏𝐼= 0.56 for all pore Reynolds values with the equivalent 

spherical diameter 𝑑𝑝 =0.0012(m).  The electrochemical parameters can be found in Table 1.  

 

 

 

 

Figure 41:Physical Porous Structure in a Channel 
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Table 2: Physical Porous Geometry LBM Simulation Parameters with Varying Reynolds Numbers 

𝑢𝑚𝑎𝑥 𝑅𝑒𝑝 𝜏𝑓 

0.0025 0.1 0.80 

0.005 0.5 0.62 

0.01 1 0.62 

0.025 5 0.56 

 

In order to study the effect of Re on concentration, the porous structure was identical for all cases. 

As illustrated in Figure 42, the flow path is seen to be consistent throughout the four cases. 

Furthermore, velocity distribution within the porous region is not uniform with some areas having 

higher velocities than others. Additionally, the velocity gradients within the regions are seen to 

differ with varying Re. The effect of Re on average velocity within the porous zone is shown in 

Figure 43.  The average velocity, normalized by the respective maximum, is seen to decrease 

downstream with all Re values. The lowest outlet velocity seen with Re=0.1 and highest with 

Re=5, with a difference of 25%. The highest velocity gradient between the inlet and the outlet of 

the porous zone is seen with Re=0.1, wherewith the velocity decreased by 28%. With Re=0.5 the 

velocity profile is very similar, with 23% decrease.   
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Figure 42: Velocity Contours with Re= (a) 0.1, (b) 0.5, (c) 1, (d) 5 

( a ) 

( b ) 

( c ) 

( d ) 
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Figure 43 Average Velocity in the Porous Region with Varying Re 

 

Further increase of Re =1 resulted in only a 5% velocity decrease, while Re=5 resulted in a 5% 

increase.    

The effect of Re on iodide concentration is shown in Figure 44. Iodide concentration is seen to 

decrease downstream, near the outlet of porous zone, with Re=0.1,0.5 and 1. Since the potential 

distribution was the same for all cases, the concentration change can be related to velocity and 

consequently residence time.  Comparing velocity and iodide concentration contours, Figures 42 

and 44 respectively, it can be noted that the upstream region for Re=5 is seen to have higher 

concentration gradients as opposed to Re=0.1.This can be attributed to the flow path where less 

iodide is moving through those areas rather than due to consumption. 
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Figure 44: Iodide Concentration Contours with Re= (a) 0.1, (b) 0.5, (c) 1, (d) 5 

      

( a  ) 

( b ) 

( c ) 

( d ) 
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Figure 45: Average Iodide Concentration in the Porous Region  with Varying Re 

 

The iodide oxidation increases by 17% between Re=5 and 0.1, meanwhile a 10%, increase is 

observed between 1 and 0.5 and only 4% between 0.5 and 0, as seen in Figure 45. 

Similarly, most of the iodine is produced near the end of the porous zone as seen in Figures 46 and 

47. The iodine production increases 300% with the decrease of Re from 5 to 0.1, meanwhile 55% 

between 1 and 0.5 followed by 18% between 0.5 and 0.1. Furthermore, little to no iodine is 

produced upstream with Re=5, which further indicates that the concentration gradients near the 

porous zone entrance, seen in Figure 44, are due to flow path and not the reaction. The results 

show that in addition to decreased residence times and mass transfer limitations due to higher 

velocity, less surface area is utilized with higher flows.  
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Figure 46: Iodine Concentration Contour with Re= (a) 0.1, (b) 0.5, (c) 1, (d) 5 

( a  ) 

( b ) 

( c ) 

( d ) 
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Figure 47: Average Iodine Concentration with Varying Re 
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6.5  Effect of Porosity on Iodide/Iodine Concentration 

In this section the effects of porosity on oxidation of iodide to iodine were investigated based on 

Re=1. Porosity was varied with λ=0.9, 0.8 and 0.7. The particle sphere diameter 𝑑𝑝 was adjusted 

based on the ratio of porosities. Figure 48 shows the flow profile with varying porosity. The 

decrease in 

 

 

Figure 48: Velocity Contours with Velocity Contours with ( a ) λ=0.9 , ( b ) λ=0.8 , ( c ) λ=0.7 

( a ) 

( b ) 

( c ) 
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porosity corresponds to higher velocity gradients between the regions within the porous zone. The 

streamlines, shown in Figure 49, highlight the flow paths with different porosities. With the 

decrease in porosity the flow is more restricted, resulting in fewer pathways being utilized.  As 

seen in Figure 49c, because of the flow restriction more stagnant regions, areas with little to no 

flow, are observed.  

 

(a) 

                               

                                        (b)                                                                                   (c) 

Figure 49: Flow Streamlines with ( a ) λ=0.9 , ( b ) λ=0.8 , ( c ) λ=0.7 
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Figure 50: Average Velocity with Varying Porosity 

 

The largest average velocity change between the entrance and the exit of the porous zone is seen 

with λ=0.8 at a 36% decrease, Figure 50. With λ=0.9 and λ=0.7, the average velocity decreased 

5% and 22%, respectively.  The largest exit velocity difference of 33% is seen between λ=0.9 and 

λ=0.8, while 16% between λ=0.9 and λ=0.7.  The linear decrease observed with λ=0.8 is likely due 

to a more symmetrical porous arrangement as opposed to the non-linear behaviour seen with λ=0.9 

and λ=0.7.  

The iodide concentration contours are given in Figure 51. Decreasing porosity is seen to result in 

decreased iodide concentration near the end of the porous zone and unlike with Re also upstream. 
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In this case, the decreased iodide concentration can be attributed to increased oxidation as iodine 

is produced, see Figures 53 and 54.    

 

 

 

Figure 51: Iodide Concentration Contours with ( a ) λ=0.9 , ( b ) λ=0.8 , ( c ) λ=0.7 

( a ) 

( b ) 

( c ) 
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Figure 52: Average Iodide Concentration with Varying Porosity 

The average iodide concentration is illustrated in Figure 52, wherewith decreasing porosity from 

λ=0.9 to 0.7 resulted in a 68% less iodide at the porous zone entrance. However, at the exit, the 

iodide concentration decreased only by 15%. The increasing trend in iodide concentration with 

λ=0.7 can be attributed to the fact that even though oxidation still occurs downstream, more iodide 

is present in the stagnant regions. Furthermore, it is likely that the mass transfer is limited and 

diffusion is slow in those regions.     
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Figure 53: Iodine Concentration Contours with ( a ) λ=0.9 , ( b ) λ=0.8 , ( c ) λ=0.7 

( a ) 

( b ) 

( c ) 
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Figure 54: Average Iodine Concentration in the Porous Region  with Varying Porosity 

The iodine production increased by 30% with the decrease in porosity from λ=0.9 and λ=0.7 as 

seen in Figure 54, meanwhile a decrease of 5 % resulted in decreasing porosity from λ=0.9 to 

λ=0.8. This indicates that the surface kinetics can be enhanced by the porosity decrease, while 

hindered by the structure of the solid matrix. 
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6.6 Summary 

The developed LBM algorithm was applied to the  pseudo and physical flow-through porous electrodes in 

this chapter. The relationship between current, potential and the concentrations of the iodide/iodine 

couple was studied in the pseudo porous anode and a single cell reactor. The LBM results were 

compared with Finite Element Analysis. Additionally, a set of two-dimensional simulations, using 

the physical porous anode structure, were performed .The effects of varying Reynolds number and 

porosity on the iodide and iodine concentrations were studied. 
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Chapter 7 

Conclusion and Future Work 

7.1 Conclusion 

This work has focused on the Pore-scale modelling of electrochemically active flow.. The primary 

goal was to develop and apply LBM model for simulating heterogeneous reactions involved in 

electrochemical reactors. The electrochemical fundamentals were introduced to provide enough 

background information and become familiar with the resurging topic of electrochemical methods. 

The Boltzmann equation was then described along with LBM implementation. A set of 

introductory examples and benchmarks were provided to highlight the advantages of deploying 

the chosen numerical method for the given problem. The chosen initial simulations for fully 

developed fluid flow, flow around an obstacle and species transport were selected as part of 

progression for model development. 

The focus of this research was on developing a mathematic model, followed by dimensional 

analysis and scale conversion to simulate iodide/iodine redox surface reactions in a one-

dimensional reactor consisting of a flow-through porous anode, spacer, and cathode. The cell 

configuration and its utilization in Electrochemical Advanced Oxidation Process for the purpose 

of water disinfection was elucidated. A new LBM algorithm was developed to simulate the 

unknown potential and concentration distributions simultaneously via addition of a reaction 



Conclusion and Future Work 

107 

source/sink to the distribution function. The pseudo-porous approach,  incorporating both the 

continuum and LBM , was shown to be in excellent agreement with Finite Element Analysis. 

The developed model was then augmented for the purpose of pore-scale modelling using physical 

porous geometry. The subsequent simulations mimicked a two-dimensional porous structure 

utilizing enhanced boundary conditions for the treatment of interfaces between a solid and an 

electrolyte. The porous matrix was randomly generated having a Gaussian distribution and 

segmented into active and inactive surfaces to model surface reactions. The solid and liquid 

potential distribution were imposed from the results obtained  with the pseudo approach. 

Simulations were carried out based on varying Reynolds numbers with the same porosity and then 

varying porosity with the same Reynolds number. The results showed that decreasing Re from 5 

to 0.1 resulted in a 300% iodine production increase, while decreasing porosity from 0.9 to 0.7 

yielded only 15% increase. The effects of decreasing porosity on iodine production may, however, 

be hindered by the structure of the solid matrix. The results indicate that the flow regime has a far 

greater effect than porosity changes in the 0.1 ≤ Re ≤ 5 and 0.7 ≤ λ ≤ 0.9 ranges.   
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7.2 Future Work 

The next steps in developing a more elaborate model are recommended to be: 

• Involving more reactions such as oxidation of iodine to iodate and further iodate 

oxidization to periodate. Insight into radical formation for various treatment applications 

is critical. Validated numerical models can facilitate understanding into optimal reactor 

parameters. 

• Perform an experiment with an electrochemical reactor to compare LBM results. Thus far 

the validation exists only in the numerical realm. 

• Investigate the electrochemical cell in two dimensions. Rather than just the anode, 

incorporate a two-dimensional porous spacer and cathode as well. 

• Due to the relative simplicity in LBM code implementation, three-dimensional flow-

through electrodes can be studied. It would be interesting to see an actual porous structure, 

imaged either via destructive methods or using a scanning electron microscope, and the 

extension of the developed code for such problem. 
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Appendix A  

 ∂𝑡  f + 𝒖  ∂𝒙 f = Γ(𝑓, 𝑓) (A.1) 

 

 
Γ(𝑓, 𝑓)  =   ∫ 𝑑3  𝐯𝟏  ∫ 𝑑Ω  σ(Ω)|𝐯 − 𝐯𝟏|(𝑓(𝐯′ )𝑓(𝐯𝟏′  ) − 𝑓(𝐯 )𝑓(𝐯𝟏 )) (4) 

 

 
∫ rΓ(𝑓, 𝑓)  ψ𝑘(𝐯) 𝑑3 𝐯  = 0 (5.3) 

 

 ψ𝑘(𝐯) (𝑘 = 0,1,2,3,4) 

 

ψ0  = 1, (ψ1, ψ2, ψ3) = 𝐯 

 

ψ4  = 𝐯𝟐 

(A.4) 

 

 ϕ(𝐯)  = a + 𝒃 · 𝐯 + 𝑐(𝐯 · 𝐯) (A.5 

 

 f(𝐯)  = exp (𝑎 + 𝒃 · 𝐯 + 𝑐𝐯2) (A.6) 

 

 
H(𝑡) =   ∫ 𝑓(𝒙, 𝐯, 𝑡)lnf(𝒙, 𝐯, 𝑡)  𝑑3𝐯 d3𝒙 (A.7) 

 

 


