
 

i 
 

Lakehead University  
  
  
  

Development of a Consistent Cubic Equation of State for the 

Calculation of the Phase Behaviour and Thermodynamic Properties 

of Pure Components 

by  

Twaha Mohamed  
  
  

Thesis submitted in partial fulfillment of the requirements.  

for the Master of Science in  

Chemical Engineering  

  
  

Supervisor  

Dr. Francisco Ramos-Pallares  
Co-Supervisor 

 Janusz Kozinski 
  

Thunder Bay, Ontario  

  
September 2023  

  



 

ii 
 

i. Abstract 

This study analyzes two cubic equations of state (CEoS), the Redlich-Kwong (RK) and Peng-

Robinson (PR) CEoS, to calculate the properties of 151 pure components. The components were 

grouped by their intermolecular interactions (polar, non-polar, hydrogen bonding) and their 

saturation pressure (Psat), enthalpy of vaporization (∆Hv), and saturated liquid heat capacity (Cp
sat) 

were calculated using a unique combination of the PR and RK CEoS paired with either the Twu or 

Soave α-functions. Outliers were eliminated using a quantile regression algorithm; additionally, a 

set of constraints proposed by Le Guennec et al.(Le Guennec et al. 2016) was applied to ensure 

that thermodynamic consistency was enforced during optimization. The four models tested were 

named PR-Twu, PR-Soave, RK-Twu, and RK-Soave, based on the equation of state and alpha 

function used. The PR-Twu and RK-Twu models predict Psat, ∆Hv, and Cp
sat more accurately than 

the PR-Soave and RK-Soave models. The Twu α-function is more flexible and produces better 

results but is unsuitable for highly associating components such as carboxylic acids. The PR-Twu 

model had overall absolute average relative deviation (AARD) values of 9.7, 3.2, and 2.1% for the 

Psat, ∆Hv, and Cp
sat, respectively. In the case of the RK-Twu model, AARD values of 8.7, 3.1, and 

2.0 were obtained for the Psat, ∆Hv, and Cp
sat, respectively. The PR-Soave model had, in 

comparison, overall AARD values of 22.5, 5.8, and 9.1%, while the RK-Soave model had AARD 

values of 21.0, 5.9, and 8.5% for the Psat, ∆Hv, and Cp
sat respectively. The Twu and Soave α-

function were evaluated for thermodynamic consistency by calculating derivative properties. The 

Waring Number (Waring 1954) was used to test the thermodynamic consistency of the Psat curve, 

and the saturated liquid speed of sound was calculated as a rigorous consistency test. 
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The Soave α-function was unsuitable for calculating the thermodynamic properties of alcohols due 

to inconsistencies and high AARD values. For similar reasons, the Soave α-function also can not 

accurately predict the properties of highly polar and hydrogen-bonding compounds. However, it 

was found that the Twu α-function is suitable for predicting Psat, ∆Hv, and Cp
sat for non-polar and 

polar compounds. The Twu α-function was found to correctly predict the properties of hydrogen 

bonding components when that component is predominately defined by one type of interaction. 
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1 Introduction 

Predicting fluids' thermodynamic and thermophysical behaviour is paramount in industrial 

chemical process design, simulation, and optimization. For instance, predicting phase boundaries 

and phase compositions is required to design separation operations such as distillation and liquid-

liquid extraction (Prausnitz et al., 1998). Phase properties such as density (ρ), enthalpy (H) and 

heat capacity (Cp) are needed for the design and sizing of heat transfer equipment (Valderrama, 

2003). Equations of state (EoS) are widely used in engineering calculations to predict fluids' phase 

behaviour and thermodynamic properties. These equations are mathematical expressions that 

relate the three variables that define the thermodynamic behaviour of fluids across the phase 

diagram: pressure (P), molar volume (v) and temperature (T). Numerous EoS have been developed 

for engineering calculations; some of these equations are based on theoretical considerations, and 

others are semi-empirical. Theoretical EoS are based on statistical thermodynamics and relate the 

macroscopic pressure volume temperature (PVT) behaviour of fluids to interactions at the 

molecular level. Examples of theoretical EoS are those based on the Virial (Thiesen, 1885a) and 

the statistical associating fluid theory (SAFT) (Chapman et al., 1989). Despite all the recent 

developments in molecular simulation that have allowed the calculation of theoretical EoS 

parameters, the application of these EoS in engineering calculations is limited because of their 

complexity. Semi-theoretical EoS are preferred in engineering calculations because of their 

simplicity, which arises from the simplifying assumptions taken in their derivation. A Cubic EoS 

(CEoS) is semi-empirical because it assumes that a system's total pressure arises only from weak, 

repulsive and attractive intermolecular interactions; however, this assumption is not satisfactory 

for systems interacting strongly via hydrogen bonding. The assumption regarding weak repulsive 

and attractive interactions produces a simple EoS with only two fluid-specific parameters that are 
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calculated as a function of the critical properties of the fluid (Prausnitz et al., 1998). The Van Der 

Waals one fluid (vdW1f) mixing rules, commonly used in engineering calculations, use a 

simplifying approach that assumes that the mixture is composed of a single pseudo-pure 

component. The assumed pseudo-pure component has properties calculated from the pure 

components that make up this mixture using a set of aptly named mixing rules. The general 

expression of a CEoS and the vdW1f mixing rules is given by: 

 

 𝑃 =
𝑅𝑇

𝑣−𝑏
−

 𝛼(𝑇) 𝑎𝑐

(𝑣+𝛿1𝑏)(𝑣+𝛿2𝑏)
 (1.1) 

 𝑎𝑚𝑖𝑥 = ∑ ∑ 𝑥𝑖𝑥𝑗[(𝑎𝑐,𝑖𝛼(𝑇)𝑖)(𝑎𝑐,𝑗𝛼(𝑇)𝑗)]
0.5

(1 − 𝑘𝑖𝑗)
𝑛
𝑗=1

𝑛
𝑖=1  (1.2) 

 𝑏𝑚𝑖𝑥 = ∑ ∑ 𝑥𝑖𝑥𝑗 (
𝑏𝑖+𝑏𝑗

2
) (1 − 𝑙𝑖𝑗) 

𝑛
𝑗=1

𝑛
𝑖=1  (1.3) 

 

where ac and b are fluid-specific parameters calculated using the critical temperature and critical 

pressure of the pure component; α (or α(T) ) is a fluid-specific parameter adjusted to fit pure 

component experimental data; δ1 and δ2 are CEoS-specific constants (Table 2.2); x is the mole 

fraction of component i in a mixture. Both lij and kij are binary interaction parameters (BIP) 

typically fitted to experimental data. However, it is common practice to only fit kij from most 

applications, leaving the lij parameter set to 0, indicating no correction for the calculation of bmix. 

 

Two CEoS that represent the most widely used CEoS in the industry are the models proposed by 

Redlich and Kwong (RK) (Redlich and Kwong, 1949) and Peng and Robinson (PR) (Peng and 

Robinson, 1976). The difference between these two CEoS is the expression proposed for the 

calculation of the volume function found in the denominator of the attractive term (second term 

on the right-hand side of Eq. 1.1), i.e., the values for the constants δ1 and δ2 in Eq. 1.1. Despite the 
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differences in the attractive terms, the RK and PR CEoS produce results with similar accuracy 

(Peng and Robinson, 1976; Valderrama, 2003).  

  

RK and PR CEoS are widely used in engineering calculations because of their (Valderrama, 2003): 

• Mathematical simplicity, 

• Fast convergence and numerical efficiency in computer calculations, 

• Accuracy in calculating vapor-liquid phase boundaries, 

• Continuity across the phase diagram, including the critical region, 

• Easy application to multicomponent mixtures through the Van Der Waals one fluid mixing 

rule (Eq. 1.2 and 1.3). 

However, despite these advantages, CEoS can still produce thermodynamically inconsistent 

results. A result is thermodynamically inconsistent when it does not agree with the actual physical 

behaviour of the fluid. For instance, a CEoS could predict the existence of a phase that does not 

exist. Another typical example of inconsistent behaviour is seen when a CEoS is unable to produce 

phase boundaries that are sufficiently accurate for engineering calculations. These inconsistencies 

found in CEoS are further elaborated in section 1.1. 

 

1.1 Inconsistent Thermodynamic Behaviour from Cubic Equations of State 
The most widely reported inconsistencies in engineering calculations when using CEoS are the 

inaccurate prediction of vapour-liquid equilibrium (VLE) for multi-component mixtures and false 

phase splits (i.e., false VLE) prediction for polar components.  

 

1.1.1 Inaccurate Vapor-Liquid Equilibrium Predictions for Multicomponent Mixtures 

Figure 1.1 shows the pressure-temperature (PT) phase diagrams and compositions of a  

4-component (Figure 1.1a) and 12-component (Figure 1.1b) synthetic natural gas mixture. The 
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symbols in Figure 1.1 correspond to experimental data, and the solid and dashed lines are 

predictions from the GERG and the PR EoS, respectively. The GERG EoS is a complex 

multiparametric EoS used to predict the highly accurate phase behaviour for mixtures. Still, it is 

not used in engineering calculations due to its numerical complexity and high number of 

parameters (Varzandeh et al., 2016). Interestingly, although the mixtures shown in Figure 1.1 are 

made up of non-polar components, for which the PR CEoS is expected to produce accurate results, 

there are significant deviations between the experimental phase boundaries and phase boundaries 

predicted by the PR CEoS. These high deviations may arise from an improper tuning of the PR 

EoS to match pure component data, or the applied set of BIP cannot capture intermolecular 

interactions in multicomponent mixtures. BIP (such as kij and lij in Eq.1.2 and 1.3) are adjustable 

coefficients calculated by fitting the PR CEoS to match binary mixture data. When using BIP, we 

assume that deviations from ideality arise from two-body interactions only. However, this 

contradicts experimental evidence suggesting multi-body interactions in multicomponent mixtures 

(Cai et al., 2006). To properly assess the nature of the reported high deviations between data and 

predictions from a CEoS, we hypothesize it is first necessary to properly tune the CEoS to pure 

component data and re-calculate the set of BIP. The incorrect representation of pure component 

thermodynamic behaviour produces the incorrect representation of a mixture’s phase behaviour 

(Le Guennec et al. 2016; Twu et al. 1991a); therefore, before fitting the CEoS to mixture data, the 

equation must be accurate for pure components.  
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Figure 1.1: Vapor−liquid phase boundary of a four-component hydrocarbon mixture (a); and a 12-
component synthetic natural gas (b). Dash lines for Peng-Robinson (PR) equation, solid lines for 
GERG equation, and symbols for data. Adapted from Kunz and Wagner (Kunz and Wagner, 2012). 

 

1.1.2 False Phase Splits Predictions for Mixtures Containing Polar Components 

It is well known that CEoS do not produce very accurate results for mixtures containing polar 

components because they cannot capture the effect of strong polar interactions in the phase 

behaviour of the mixture (Kontogeorgis and Folas, 2009; Valderrama, 2003). Despite this severe 

limitation, CEoS are still widely used in the industry to model the vapour-liquid phase behaviour 

of mixtures containing polar components; however, the results must always be carefully examined. 

Figure 1.2 shows the vapor-liquid phase behaviour of the 1-propanol/water binary mixture at 100 

kPa. The solid line in Figure 1.2 corresponds to the RK CEoS fitted to the data. This EoS falsely 

predicts a vapor-liquid-liquid region, as shown in Figure 1.2. This false phase splits prediction is 

one of the most common inconsistencies when using a CEoS to model the thermodynamic 

behaviour of mixtures containing polar components. This inconsistency results from using high 

numerical values for the BIP (Economou and Donohue, 1992; Ghosh, 1999).  
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Figure 1.2: Vapour-liquid equilibrium correlation at 1 bar for propanol–water system with 
Redlich-Kwong (RK) equation using Van Der Waals mixing rules; kij = 0.0883. Adapted from 
Kontogeorgis and Folas (Kontogeorgis and Folas, 2009) 

 

1.2 Development of a Consistent Cubic Equation of State 
The attempts to produce a consistent CEoS can be classified into two groups: Group 1 involves 

predicting theoretically correct BIP, and Group 2 is concerned with predicting theoretically correct 

pure component parameters. Both groups are briefly reviewed in the following subsections. 

 

1.2.1 Group 1: Predicting Theoretically Correct Binary Interaction Parameters 

Several authors have suggested that using theoretically correct BIP in CEoS may produce 

consistent results. When tuned to fit experimental data, calculated sets of BIP are not constrained 

to satisfy any thermodynamic requirements. Consequently, there is a high chance of producing 

inconsistent results as those discussed in section 1.1. Peneloux et al. (Peneloux et al., 1989) found 

a theoretical expression for BIP departing from the zeroth approximation of Guggenheim’s  

Quasi-reticular theory (Guggenheim, 1952). The results showed a relationship between the BIP in 

a CEoS and the energy parameters in an activity coefficient model. This result led Jaubert et al. 

Exp
RKFake VLL

Dew Point Curve

Bubble Point Curve
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(Jaubert and Mutelet, 2004; Jaubert and Privat, 2010) to develop a group contribution approach 

for predicting theoretically correct PR and RK CEoS BIP. Jaubert et al. tested this approach on 

predicting the VLE of binary and multicomponent mixtures containing alkanes with good 

agreement between data and predictions. However, this approach has some limitations because it 

requires a tremendous amount of data for fitting model parameters, and the expression for the 

calculation of the BIP is rather complex. Additionally, this approach has not been widely tested on 

mixtures containing polar components.  

 

Researchers have also attempted to develop generalized approaches for calculating theoretically 

correct BIP. Graboski and Daubert (Graboski and Daubert, 1978) correlated BIP for the RK CEoS 

to solubility parameters for hydrocarbon and non-hydrocarbon components. Arai and Nishiumi 

(Nishiumi et al., 1988) developed a semi-empirical equation for the BIP in PR CEoS by correlating 

pure elements' critical volumes and acentric factors (ω). Furthermore, Gao et al. (Gao et al., 1992) 

sought to relate the interaction parameters in the PR CEoS to the critical temperature (Tc) and 

compressibility factor (Z) of pure components. A different approach was used by Abudour et al. 

(Abudour et al., 2014), who applied artificial neural networks (ANN) and quantitative structure-

property relationship (QSPR) modelling to predict interaction parameters for both the RK and PR 

CEoS. The ANN approach entailed constructing a model based on 30 molecular structural 

descriptors to forecast the interaction parameters of mixtures. However, despite the proposed 

approaches, none have provided a universally applicable method. An accurate predictive or 

correlating method for evaluating interaction parameters remains lacking. The existing correlations 

and estimation methods often struggle when extrapolated to higher T and P and are usually only 

suitable for particular mixtures. 
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1.2.2 Group 2: Predicting Theoretically Correct Pure Component Parameters 

The main drawback of the approach described in Group 1 (section 1.2.1) is that if pure component 

parameters in the CEoS are not theoretically correct, then when the CEoS is used for mixtures, the 

results may be inconsistent despite the use of theoretically correct BIP. For pure components, the 

value of parameters αc and b in Eq. 1.1 are fixed because they are theoretically calculated from the 

component’s critical properties. At the same time, the parameter α is adjustable and fitted to match 

pure component saturation pressure (Psat), enthalpy of vaporization (∆Hv) and saturated liquid heat 

capacities (Cp
sat) (Pina-Martinez et al., 2018). Hence, if the parameter α is not correctly adjusted, 

the CEoS may produce inconsistent results. Le Guennec et al. (Le Guennec et al., 2016) reported 

a set of constraints that, when satisfied, produce a consistent value of α: 

 𝛼 ≥ 0 𝑎𝑛𝑑 𝛼(𝑇) 𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 (1.4) 

 𝑑𝛼

𝑑𝑇𝑟
≤ 0 𝑎𝑛𝑑 

𝑑𝛼

𝑑𝑇𝑟
 𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 (1.5) 

 𝑑2𝛼

𝑑𝑇𝑟
2 ≥ 0 𝑎𝑛𝑑 

𝑑2𝛼

𝑑𝑇𝑟
2  𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 (1.6) 

 
𝑑3𝛼

𝑑𝑇𝑟
3 ≤ 0  (1.7) 

The physical meaning behind the constraints applied in Eq. 1.4 to 1.7 is presented in section 2.6. 

It has been hypothesized that using α values that are theoretically correct could subsequently result 

in producing consistent BIP, thus reducing the potential for predicting inconsistent phase behaviour 

for mixtures. Several authors have calculated consistent α-values that satisfy Eq. 1.4 to 1.7 (Bell 

et al., 2018; Ghanbari et al., 2017; Le Guennec et al., 2017; Piña-Martinez et al., 2022). However, 

they have reported fitted α values without presenting results on the performance of the CEoS in 

calculating important thermodynamic properties required for process design and simulation, such 

as enthalpies (H), heat capacities (Cp) and speeds of sound (u). H and Cp are necessary to design 

heat transfer and mass transfer equipment such as heat exchangers and distillation columns. On 
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the other hand, u is needed to identify a fluid flow regime (subsonic, supersonic, or hypersonic) 

for fluid dynamic calculations. 

 

1.1 Knowledge Gaps and Objectives 

Despite the research that has been conducted and aimed at developing a consistent CEoS, a 

consistent CEoS applicable to non-polar and polar components and their mixtures has yet to be 

developed. Therefore, this research's overall goal is to develop such consistent CEoS. This goal 

has been divided into two steps: 1) developing a consistent CEoS for pure components and 2) 

proposing a consistent approach for calculating BIP for the CEoS produced in Step 1. This study 

focuses only on step 1. The following knowledge gaps related to Step 1 have been detected: 

• Most reported α parameters were fitted to pseudo-experimental rather than experimental 

data. Pseudo-experimental data is produced by molecular simulation or data extrapolation 

and, therefore, is subjected to uncertainties. 

• There has not been an investigation on the performance of reported fitted α parameters in 

calculating derivative properties such as H, Cp, and u. 

 

Based on these knowledge gaps, the main objective of this study was developing and testing a 

consistent CEoS for pure components applicable across the entire phase diagram. Consequently, 

the following methodological steps were followed: 

1) Collect a database containing pure component experimental saturation pressure, enthalpy 

of vaporization and heat capacities from the NIST Database (NIST, 2017). One hundred 

fifty-one components from fifteen different chemical families were included, such as 

alcohols, aldehydes, alkanes, amines, aromatics, and carboxylic acids.  

2) Use a statistical method in combination with manual screening to screen the database and 

eliminate any outliers that can affect the fitting of the CEoS. 

3) Develop a computer optimization algorithm to fit the CEoS simultaneously to pure 

component Psat, ∆Hv and Cp
sat by adjusting the α-parameter in Eq. 1.1 to match the data. 
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4) Test the fitted α parameters by calculating ∆Hv, Cp
sat, Waring numbers (W) and saturated 

liquid speed of sound (u). The W is a parameter used to assess if the slope of the Psat curve 

calculated from the CEoS is consistent with the Clapeyron equation. 

 

The α-function chosen in this study was that proposed by Twu (Twu et al., 1995a, 1995b): 

 

 𝛼(𝑇) = 𝑇𝑟
𝛼1 𝑒𝑥𝑝 (𝛼2(1 − 𝑇𝑟

𝛼3)) (1.8) 

 

where α1, α2 and α3 are parameters fitted to data and Tr is the reduced temperature. Equation 1.8 

was chosen in this study because the values of its three parameters can be easily constrained to 

satisfy the criteria shown by Eq. 1.4 to 1.7 (Le Guennec et al., 2016). In addition, Eq. 1.8 has been 

widely used to model the properties of polar components (Harandi and Haghtalab, 2021; Young et 

al., 2016; Zhao et al., 2019). 
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1.3 Thesis Structure 
This thesis is divided into five chapters, not including the introduction:  

• Chapter 2 provides a review of the literature relevant to the modelling of thermophysical 

properties using EoS and the analysis of their performance, with a focus on CEoS and  

α-functions.  

• Chapter 3 covers modelling and screening techniques used in this study for data collection. 

Additionally, methods for validating the thermodynamic consistency of EoS are presented.  

• Chapter 4 focuses on discussing modelling results and evaluations of thermodynamic 

consistency.  

• Chapter 5 provides conclusions and recommendations for future work. 
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2  Literature Review 

This chapter reviews the concepts and developments relevant to the application of CEoS for 

predicting the phase behaviour and thermodynamic properties of pure components and mixtures. 

It begins with a brief introduction of the phase equilibrium phenomenon, with particular attention 

to the equal fugacity criteria of equilibrium; then, it presents a review of EoS with emphasis on 

CEoS: their inputs, capabilities, and limitations. This chapter also examines other EoS, such as the 

viral, and those based on the statistical associated fluid theory (SAFT). A critical aspect of this 

study is the tuning and selection of α-function for a CEoS. Therefore, a brief discussion on different 

α-functions is presented with particular emphasis on their capabilities and limitations.  

 

2.1 The phase Equilibrium Phenomenon 

Figure 2.1 represents a closed, two-phase system at thermodynamic equilibrium at a given T and 

P (Prausnitz et al., 1998). The molar composition of phases ε and β given by the vectors xi
ε and xi

β 

(mixture compositions), respectively, are typically unknown; however, their calculation is needed 

because they are used as inputs for chemical engineering calculations in process design, 

simulation, and optimization. There are two options for determining phase compositions: 1) 

experimental data collection or 2) calculation based on thermodynamics of fluid phase equilibrium. 

Option 1 is time-consuming and expensive, requiring sophisticated experimental techniques and 

equipment. Option 2 is more convenient and efficient because calculations are carried out on a 

computer by solving the expressions of thermodynamic equilibrium.  

 



 

13 
 

  
Figure 2.1: Schematic of a closed, two-phase system at equilibrium 

 

For the system shown in Figure 2.1, and for any other system, all the following expressions must 

be satisfied at thermodynamic equilibrium: 

 𝑇𝜀 = 𝑇𝛽  (2.1) 

 𝑃𝜀 = 𝑃𝛽  (2.2) 

 𝑓𝑖
𝜀 = 𝑓𝑖

𝛽
  (2.3) 

 

Equation 2.1 and Eq. 2.2 represents the thermal and mechanical equilibrium between phases ε and 

β, respectively; and Eq. 2.3 is required to ensure no net mass transfer between the two phases at 

equilibrium. The parameter f in Eq. 2.3 represents the fugacity of component i. Fugacity is a 

thermodynamic property dependent on T, P, and mixture composition (x) (Prausnitz et al., 1998). 

For engineering calculations, it is mathematically convenient to define the following ratio: 

 𝜙𝑖 =
𝑓𝑖

𝑥𝑖𝑃
 (2.4) 

 

where ϕi is the fugacity coefficient of component i, and xi is the molar composition of the 

component in the phase under analysis. The numerator in Eq. 2.4 represents the fugacity of 

component i at the system’s T and P. The denominator represents the fugacity of the same 

T P
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component in an ideal gas mixture at the system’s T and P. Combining Eq. 2.4 and Eq. 2.3, the 

following expression is obtained:  

 

 𝜙𝑖
𝜀𝑥𝑖

𝜀 = 𝜙𝑖
𝛽
𝑥𝑖
𝛽 (2.5) 

 

Equation 2.5 expresses the equal fugacity criteria of equilibrium (Eq. 2.3) as a function of the ϕi. 

Equation 2.5 is mathematically convenient for engineering calculations as the ϕi can be explicitly 

calculated as:  

 𝜙𝑖 = 𝐸𝑥𝑝 [
1

𝑅𝑇
[∫ (

𝜕𝑉

𝜕𝑛𝑖
)

𝑃

0
𝑇,𝑃,𝑛𝑗

−
𝑅𝑇

𝑃
] 𝑑𝑃]  (2.6) 

 

where V, n, and R are the molar volume, the mole number, and the gas constant, respectively. The 

partial derivative ∂V/∂ni is required as an input in Eq. 2.6. This partial derivative can be calculated 

numerically from experimental data or, as typical in engineering calculations, from an EoS. 

 

2.2 Equations of State  
An EoS is a mathematical expression that relates the three thermodynamic variables that define 

the phase behaviour of a fluid: T, P, and V. An EoS is most commonly used in engineering for the 

prediction of the number and composition of the phases coexisting at equilibrium at a given T and 

P. These calculations are vital for the design, simulation and optimization of reactors, separation 

operations, enhanced oil recovery operations, carbon capture and storage, etc. (Castier, 2011; 

Valderrama, 2003; Velasco et al., 2012). To be applicable in engineering calculations, an EoS must 

satisfy the following requirements (Kontogeorgis and Folas, 2009; Michelsen and Møllerup, 

2007): 
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• Be continuous across the entire phase diagram, including the critical region. 

• Applicable to all possible phases: solid, liquid, vapour, supercritical, etc. 

• Capable of predicting the existence of the vapour-liquid critical point. 

• Able to predict physically correct trends for thermodynamic properties. 

• Numerically and computationally efficient to ensure fast convergence. 

 

To satisfy all these requirements, an EoS must be formulated based on the fundamental principles 

of molecular theory. However, the resulting EoS is usually highly complex, primarily applicable 

to gases and unsuitable for engineering calculations. One of the principles of molecular theory is 

that the macroscopic properties of a system are the result of contributions arising from different 

intermolecular interactions (Brush and Hall, 2003; Van Der Waals and Rowlinson, 1988). This idea 

has been conveniently used to formulate the following expression for the calculation of the total 

pressure of a system (Prausnitz et al., 1998): 

 

 𝑃𝑡𝑜𝑡𝑎𝑙  =  𝑃𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑜𝑛  + 𝑃𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛  +  𝑃𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛  +  𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐   (2.7) 

 

The total pressure, Ptotal, is the summation of different contributions arising from molecular, 

microscopic interaction (between individual molecules) of repulsion attraction and much stronger 

electrostatic interactions in the case of electrolyte systems, as well as molecular macroscopic 

(between groups of molecules) interaction such as association. The advantage of using Eq. 2.7 is 

that Ptotal is a macroscopic variable that can be easily measured. The different contributions in Eq. 

2.7 can be either calculated theoretically or semi-theoretically. The following section presents a 

discussion of theoretical and semi-theoretical EoS.  
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2.3 Classification of Equations of State  
All EoS fall into two distinct groups: theoretical and semi-theoretical. Statistical thermodynamics 

forms the fundamental groundwork of theoretical EoS, allowing for calculating thermodynamic 

properties from sound theoretical principles. In contrast, a semi-theoretical EoS uses empirical 

arguments to simplify theoretical principles and arrive at relatively simple expressions. In this 

sense, a semi-theoretical EoS is less complex than a purely theoretical EoS and, consequently, 

preferred for engineering calculations. Figure 2.2 shows some of the different EoS commonly used 

in engineering applications classified as theoretical and semi-theoretical. A brief discussion of 

some theoretical EoS is presented first. Then, a comprehensive review of a few semi-theoretical 

EoS is presented. 

 
Figure 2.2: Classification of various types of equations of state 
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2.3.1 Theoretical Equations of State 

2.3.1.1 The Viral Equation of State 

The viral EoS (Thiesen, 1885a) calculates the pressure of a fluid as a departure from that of the 

ideal gas: 

 𝑃 =
𝑅𝑇

𝑣
[1 +

𝐵

𝑣
+

𝐶

𝑣2 +
𝐷

𝑣3 + ⋯] (2.8) 

 

where v is the molar volume, the parameters B, C, D, etc., are all volume-independent, temperature-

dependent parameters known as the virial coefficients (Bourne, 2016; Sokovnin et al., 2022; 

Thiesen, 1885b; Trusler, 2000a). What distinguishes the Viral EoS from other EoS is that the viral 

EoS has a rigorous theoretical foundation in statistical thermodynamics. From statistical 

thermodynamics, one can find analytical relations between the virial coefficients and the 

interactions between molecules in isolated clusters (Trusler, 2000b). The second viral coefficient, 

B, represents the interactions between pairs of molecules. The third viral coefficient, C, represents 

interactions between groups of three molecules; the fourth, D, represents interactions between 

clusters of four molecules, and so on (Prausnitz et al., 1998; Sokovnin et al., 2022; Thiesen, 

1885b). Note, all virial coefficients, except for the first one, are equal to zero in the case of ideal 

gases as there are no intermolecular interactions in these fluids; therefore, Eq. 2.8 reduces to the 

ideal gas equation.  

 

The viral EoS has not seen widespread use in engineering calculations as it requires too many 

virial coefficients to accurately describe the phase behaviour of fluids across the entire phase 

diagram. Benjamin et al. (Benjamin et al., 2007) reported that at least 7 viral coefficients are 

needed to reproduce the PVT behaviour along the Psat line. However, calculating high-order viral 

coefficients is very challenging as it requires complex molecular simulations that are 
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computationally intensive and expensive (Barker et al., 1966; Benjamin et al., 2006, 2007; Feng 

et al., 2015; Xu et al., 2022). Due to the complexity of calculating high-order virial coefficients, it 

is common practice to truncate the Virial EoS at two or three terms for practical applications. Such 

truncations limit the use of the Virial EoS to gases at or below a reduced density (ρ/ρc) of 0.6 

(Bourne, 2016), representing only a portion of the entire phase diagram. 

 

Several predictive correlations have been proposed for the second viral coefficient, B (Meng et al., 

2004; Nothnagel et al., 1973; Xu et al., 2021). These correlations are usually based on 

corresponding states (F. Ely and Marrucho, 2000; Hayden and O’Connell, 1975) or chemical 

theory (Nothnagel et al., 1973). The principle of corresponding states proposes that all fluids 

exhibit similar behaviour when compared at the same reduced temperature (Tr) and reduced 

pressure (Pr). Those based on corresponding states are preferred for engineering calculations 

because of their relative simplicity; among them, the method of Hayden and O’Connell (Hayden 

and O’Connell, 1975) has been used to calculate B for polar, non-polar and hydrogen-bonding 

interacting components. The Virial EoS truncated after two terms is highly accurate for fluids that 

associate in the vapour phase, such as acids (Anderson and Prausnitz, 1978). However, the Virial 

EoS truncated after two terms only applies to gases at low to moderate pressures. 

 

2.3.1.2 2.4.2 Statistical Associating Fluid Theory Equation of State 

The SAFT EoS was developed from a versatile molecular theory that allows for calculating the 

phase behaviour and thermodynamic properties of fluids from the total Helmholtz energy of the 

system. The total Helmholtz energy is calculated from contributions from vdW London dispersion 

forces (fluctuating dipole moment, induction of dipole moments), polar interactions (permanent 

dipoles), molecular self and cross association. SAFT was developed by Chapman (Chapman et al., 
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1989) based on Wertheim’s theory for associating fluids (Wertheim, 1986). In SAFT, a fluid is 

assumed to be composed of equal-sized hard spheres, or segments, with two or more “sticky” spots 

(Sarkoohaki et al., 2019). Hard spheres are used because there are physically sound expressions 

for calculating their thermodynamic properties derived from statistical thermodynamics. The hard 

sphere system is known in SAFT as the reference system. The “sticky” spots in each hard sphere 

allow the formation of chains that resemble the actual geometry and shape of the molecules. 

Finally, interaction sites are introduced at specific positions in the chain, enabling the chains to 

associate through hydrogen bonding or other polar interactions. A fluid's total Helmholtz free 

energy is calculated by adding the contributions from the segments, chain formation and 

association, Fig 2.3. An expression in terms of the system pressure, similar to that defined in Eq. 

2.7, can be obtained by calculating the partial derivative of the Helmholtz free energy of each 

contribution with respect to volume at constant temperature as described by Michelsen and 

Møllerup  (Møllerup and Michelsen, 2007).  

  
Figure 2.3: Schematic of contributions of the total Helmholtz free energy for Statistical 
Associating Fluid Theory based Equation of State. 

 

 =                 +                             +                          

Segments Molecules
Associating 
molecules

“Sticky” 
sites

Associating 
sites

(a) (b) (c)



 

20 
 

For use in engineering calculations, the SAFT EoS requires the following inputs for  

non-associating components: the diameter of each molecular segment, the number of segments in 

the molecule and the interaction energy between molecular segments (Chapman et al., 1989; Gross 

and Sadowski, 2001; Michelsen and Møllerup, 2007). These parameters are determined by fitting 

the SAFT EoS to experimental data or correlations (Chapman et al., 1989; Gross and Sadowski, 

2001; Kontogeorgis and Folas, 2009). SAFT requires additional inputs for associating 

components: the number of associating sites per molecule and the type of associating site 

(Møllerup and Michelsen, 2007). Huang and Radosz (Huang and Radosz, 1991) have reported the 

number and type of associating sites for different chemical groups such as acids, alcohols, water, 

amines, and ammonia.  

 

Since its introduction, the SAFT EoS has attracted the interest of many researchers and engineers 

who have used it to model the thermodynamic behaviour of mixtures containing polar associating 

components such as water, alcohols, amines, and acids. The success of the SAFT EoS relies on 

accounting for molecular associations that control the phase behaviour of mixtures containing 

components interacting through hydrogen bonding and strong polar interactions. For instance, the 

SAFT EoS has produced accurate phase behaviour results for highly non-ideal systems such as 

water/hydrocarbon, alcohol/water, alcohol/hydrocarbon, amines/alcohol, amines/water/CO2 

mixtures (Aghaie et al., 2019; Anderson and Prausnitz, 1978; Gokul et al., 2021; Marshall, 2019, 

2020; Tsochantaris et al., 2020). These mixtures are essential for designing enhanced oil recovery 

processes, separation operations in biorefineries, and carbon capture and storage processes. 

However, despite its accuracy, the SAFT EoS is not widely used in engineering calculations 

because of its mathematical complexity (Kontogeorgis and Folas, 2009).  
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2.4 Semi-Theoretical Equations of State 
2.4.1 Cubic Equations of State  

A CEoS assumes that the total pressure of a fluid arises only from the contributions due to attractive 

and repulsive forces between pairs of molecules (Prausnitz et al., 1998). Then, for a CEoS, the 

general expression seen in Eq. 2.7 reduces to: 

 

 𝑃𝑡𝑜𝑡𝑎𝑙  =  𝑃𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑜𝑛  + 𝑃𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛  (2.9) 

 

2.4.2 Van Der Waals Type Cubic Equations of State 

CEoS are widely used in designing, simulating, and optimizing industrial processes. They have 

become prevalent due to their simplicity, versatility, and computational efficiency. The first CEoS 

was proposed by Van Der Waals in 1873 (Van Der Waals, 1873) and is defined below: 

 

 𝑃 =
𝑅𝑇

𝑣−𝑏
−

𝑎𝑐

𝑣2 (2.10) 

 

The first term on the right-hand side of Eq. 2.10 is the repulsive pressure term, and the second on 

Eq. 2.10 is the attractive pressure term. The repulsive term in the vdW CEoS was derived from the 

kinetic theory of hard spheres (Cohen, 1993; van Beijeren and Ernst, 1979; Van Der Waals and 

Rowlinson, 1988), and the attractive term is empirical (Van Der Waals and Rowlinson, 1988). The 

Van Der Waals equation is called a “cubic” EoS because it can be written as a cubic polynomial of 

the molar volume. 

 

The parameters b (m3/kmol) and ac (
𝑚3 𝑘𝐽 𝑇0.5

1000 𝑘𝑚𝑜𝑙2
 ) In Eq. 2.10 are the co-volume and the attractive 

parameter, respectively. For pure components, these two parameters are calculated by constraining 
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the first and second derivatives of the CEoS to satisfy the following thermodynamic requirement 

at the critical point (Whitson and Brulé, 2000): 

 

 (
𝜕𝑃

𝜕𝑣
)
𝑃𝑐,𝑇𝑐,𝑣𝑐

= (
𝜕2𝑃

𝜕𝑣2)
𝑃𝑐,𝑇𝑐,𝑣𝑐

= 0 (2.11) 

 

Tc, Pc, and vc are the critical temperature, pressure, and molar volume. The vdW CEoS is 

continuous across the entire phase diagram by satisfying this requirement at the critical point. 

Although vdW CEoS provides qualitatively correct phase boundaries, these predictions of vapour 

liquid phase boundaries are not sufficiently accurate for most engineering calculations, especially 

at low to moderate temperatures (Valderrama, 2003). This poor accuracy at low to moderate 

temperatures arises from deficiencies in the mathematical expression for calculating the attractive 

term, which is too simple to capture the actual repulsion between molecules (Clausius, 1880). 

These shortcomings motivated the development of the RK and the PR CEoS. 

 

For simplicity, the following generalized expression of a CEoS will be used for the RK and the PR 

CEoS (Valderrama, 1990). 

 

 𝑃 =
𝑅𝑇

𝑣−𝑏
−

𝛼(𝑇) 𝑎𝑐

(𝑣+𝛿1𝑏)(𝑣+𝛿2𝑏)
 (2.12) 

 

The main difference between Eq. 2.12 and the VdW CEoS (Eq. 2.10) is that the attractive term has 

been empirically modified to improve the flexibility of the CEoS for accurate engineering 

calculations. Parameters δ1 and δ2 in Eq. 2.12 are empirical constants that determine the volumetric 

dependence of the attractive pressure term (Kontogeorgis and Folas, 2009; Michelsen and 
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Møllerup, 2007), and α(T) is a fluid-specific, temperature-dependent parameter calculated by 

fitting Eq. 2.12 to experimental data. When δ1 = δ2 = 0 and α = 1, Eq. 2.12 reduces to the vdW 

CEoS. When δ1 = 1 and δ2 = 0, Eq. 2.12 yields the RK CEoS (Redlich and Kwong, 1949); and, 

when δ1 = 1+(2)0.5 and δ2 =1-(2)0.5, Eq. 2.12 yields the PR CEoS (Peng and Robinson, 1976).  

 

The parameters b and ac in Eq. 2.12 are calculated by solving Eq. 2.11. The expressions for b and 

ac are given by: 

 𝑏 = 𝛺𝑏
𝑅 𝑇𝑐

 

(𝑃𝑐
  )

 (2.13) 

 𝑎𝑐 = 𝛺𝑎
(𝑅 𝑇𝑐

 )2

(𝑃𝑐
  )

 (2.14) 

 

The values of Ωb and Ωa for the vdW, RK and PR CEoS are given in Table 2.1. A brief discussion 

on the application of the RK and PR CEoS in engineering calculations is provided in the following 

sections. 

 

Table 2.1: Constants for the generalized cubic equation of state (Eq. 2.12). Zc is the critical 

compressibility factor (Zc= Pc*Vc /R*Tc). 

Equation 𝜴𝜶 𝜴𝜷 Zc δ1 δ2 

Van Der Waals 0.422 0.125 0.375 0 0 

Redlich-Kwong 0.427 0.087 0.333 1 0 

Peng–Robinson 0.457 0.078 0.307 1+(2)0.5 1-(2)0.5 

 

2.4.3 The Redlich-Kwong Cubic Equation of State 

Redlich and Kwong (Redlich and Kwong, 1949) modified the volume function in the denominator 

of the attractive term of the vdW CEoS (Eq. 2.10). They reintroduced temperature dependency for 

α as initially recommended by Clausius (Clausius, 1880). Clausius reasoned that the magnitude of 
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the attraction between pairs of molecules decreases with increasing temperature and approaches 

zero at infinite temperature. Based on Clausius’ reasoning, Redlich and Kwong (Redlich and 

Kwong, 1949) proposed an empirical parameter known as α to account for the effect of the 

temperature on the attractive term of a CEoS. The proposed α parameter is given by: 

 𝛼(𝑇) =
1

(𝑇𝑟)0.5 
 (2.15) 

 

where Tr is the reduced temperature, compared to the VdW CEoS, the RK CEoS produces more 

accurate Psat of pure components (the procedure for calculating Psat is covered in section 3.2 ); 

however, the RK CEoS produces poor results for high molecular weight and polar components 

(Wilson, 1966; Zudkevitch and Joffe, 1970). To improve the accuracy of the RK CEoS, Soave 

(Soave, 1972a) proposed the following expression for the calculation of α: 

 

 𝛼(𝑇) = (1 + 𝑚𝑅𝐾(1 − (𝑇𝑟)
0.5))

0.5
  (2.16) 

 

where mRK is a fluid-specific parameter fitted to match the Psat of a pure component at Tr = 0.7 and 

can be correlated to the ω as follows: 

 

 𝑚𝑅𝐾 = 0.480 + 1.574𝜔 − 0.176𝜔2 (2.17) 

 

where ω is the acentric factor, the RK CEoS with the α parameter calculated from Eq. 2.16 is 

commonly referred to as the Soave-Redlich-Kwong (SRK) CEoS. Note that the α parameter 

calculated from Eq 2.16 does not approach zero at a high reduced temperature as required by 

Clausius’ postulate regarding attractive interactions between molecules (Clausius, 1880) 
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2.4.4 The Peng-Robinson Cubic Equation of State 

Peng and Robinson (Peng and Robinson, 1976) modified the attractive pressure term of the RK 

CEoS, intending to produce 1) more accurate saturated liquid density values and 2) a critical 

compressibility factor (Zc) closer to that of hydrocarbons. The resulting equation, the PR CEoS, 

produces better saturated liquid densities and a lower Zc than those from the RK or SRK CEoS, as 

shown in Table 2.1. Although saturated liquid densities calculated from the PR CEoS are more 

satisfactory than those calculated from the RK or SRK CEoS, the calculated liquid densities are 

not accurate enough for wide use in process design and simulation without the use of volume 

translation (Whitson and Brulé, 2000). Regarding Zc, the PR CEoS predicts a fixed value 0.307, 

somewhat closer to the experimental value of heavier hydrocarbons found in crude oils. The fixed 

Zc value predicted by the RK and SRK CEoS is 0.333, which is considered too high for applications 

in the petroleum industry. This difference in Zc values is why the PR CEoS is used in the petroleum 

industry. However, when properly tuned, the PR and the SRK CEoS produce similar vapour-liquid 

equilibrium results (Whitson and Brulé, 2000). 

 

Peng and Robinson (Peng and Robinson, 1976) also proposed an expression for α similar to that 

developed by Soave (Eq. 2.16 and 2.17). The value of mPR in Eq. 2.18 was fitted to match the Psat 

of pure components from the normal boiling point to the critical point, whereas Soave fitted mRK 

to match the Psat only at Tr = 0.7. The fitted value of mPR for the PR CEoS is defined below (Peng 

and Robinson, 1976): 

 

 𝑚𝑃𝑅 = 0.3746 + 1.5422𝜔 − 0.2699𝜔2 (2.18) 
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2.4.5 Advantages, and Limitations of The Redlich-Kwong and Peng-Robinson Cubic 
Equations of State 

The key factors that have contributed to the widespread application of CEoS in process design, 

simulation and optimization are 1) their relative simplicity, 2) ease of use, and 3) numerical 

efficiency (Kontogeorgis and Folas, 2009; Prausnitz and Tavares, 2004; Valderrama, 1990). 

Additionally, highly optimized, reliable, and easily applicable algorithms, like those proposed by 

Michelsen and Møllerup  (Michelsen and Møllerup, 2007), are readily available for calculating all 

commonly used thermodynamic properties. Table 2.2 presents a list of the advantages and 

disadvantages of CEoS.  
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Table 2.2: Advantages, and limitations of the Redlich-Kwong and Peng-Robinson cubic equations 
of state (Kontogeorgis and Folas, 2009; Valderrama, 2003) 

 
Advantages Disadvantages 

Simple models capable of fast calculations. It cannot be easily extended to 'more complex' 
molecules like electrolytes and biomolecules. 
 

Capable of describing properties of compounds in 
both liquid and vapour phases. 
 

Do not produce good results for solid phases and 
hydrates. 
 

Well-established mixing rules for the calculation 
of mixture phase behaviour. 
 

Predictions for binary mixtures often require 
interaction parameters fitted to experimental data. 
 

Satisfactory results for both low- and high-
pressure vapor-liquid equilibrium. 
 

Poor correlation of complex vapour-liquid 
equilibrium of mixtures containing polar 
components. 
 

For most applications, CEoS can be tuned to give 
acceptable values for thermodynamic properties. 
 

Do not yield accurate liquid volumes unless a volume 
translation is used. 
 

Present correct limiting behaviour: as V→b, 
P→∞ in all Van Der Waals type equations. 
 

The temperature dependency of α is not well 
established; b seems density-dependent, but the 
dependence is unknown. 
 

Many existing databases and correlations are 
available for binary interaction parameters, 
 

It is challenging to develop generalized binary 
interaction parameters for predictive applications. 
 

Cubic equations are suitable for applying modern 
mixing rules that include Gibbs free energy 
models or concentration-dependent parameters. 
 

Several interaction parameters might be required in 
applications to complex mixtures, even with modern 
mixing rules. 
 

Good multicomponent VLE prediction for 
mixtures containing hydrocarbons, gases, and 
other non-polar compounds 

Calculations can be sensitive to the interaction 
parameter, especially for gas-hydrocarbons 

 

Several studies suggest that most of the limitations presented in Table 2.2 could be overcome by 

proposing more flexible expressions for the calculation of the parameter α that allow a more 

accurate fitting of the CEoS to experimental data (Le Guennec et al., 2016; Twu et al., 1995a, 

1995b; Young et al., 2016). A review of the most widely used expressions for the calculation of α, 

or α-functions, is presented in the following section. 
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2.5 An Overview of Common α-Functions  

The introduction of α-functions has been paramount to improving the accuracy and versatility of 

CEoS. The most popular α-function currently in use is that proposed by Soave (Soave, 1972a), Eq. 

2.16. The widespread use of the Soave α-function emerges from the fact that the fluid-specific 

parameter m in Eq.2.16 can be easily correlated to ω, as seen in Eq. 2.17, making the Soave α-

function predictive. However, the Soave α-function does not produce a satisfactory correction for 

polar components, and, consequently, the predicted Psat for these components has higher deviations 

(Le Guennec et al., 2016; Mathias and Copeman, 1983a; Young et al., 2016). Moreover, the 

calculation of inaccurate pure component Psat affects the calculation of the mixture’s Helmholtz 

energy, potentially producing thermodynamically inconsistent results or fake phase behaviour 

predictions (Van Ness et al., 1973; Whitson and Brulé, 2000). Therefore, the convenience and 

simplicity of the Soave α-function come at the cost of accuracy when dealing with complex 

systems. To address these shortfalls, researchers have proposed numerous α-functions. The 

following subsections briefly discuss the α-functions widely used in engineering calculations. 

 

2.5.1 The Mathias α-Function 

Mathias(Mathias, 1983) proposed an α-function that attempts to correct the inaccuracies of the 

Soave α-function at Tr different from 0.7, with a focus on improving prediction for polar 

components:  

 

 𝛼(𝑇) = [1 + 𝑚𝑚 
(1 + (𝑇𝑟)

0.5) − 𝑝 (1 − 𝑇𝑟)(0.7 − 𝑇𝑟)]
0.5

 (2.19) 

 𝑚𝑚 = 0.48508 + 1.5519𝜔 − 0.15613𝜔2 (2.20) 
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where p, known as the polar parameter, is a component-specific adjustable parameter fitted to 

experimental Psat (Mathias, 1983). The Mathias α-function is more accurate than the function 

developed by Soave due to its flexibility arising from the additional adjustable parameter p 

(Mathias, 1983; Young et al., 2016). However, the Mathias α-function is not widely used because 

there is no correlation for calculating parameter p.  

 

2.5.2 The Mathias−Copeman α-Function 

Mathias and Copeman (Mathias and Copeman, 1983b) proposed an α-function with three 

adjustable parameters: 

 

 𝛼(𝑇) = [1 + 𝐶1 
(1 − (𝑇𝑟)

0.5) + 𝐶2 
(1 − (𝑇𝑟)

0.5)2 + 𝐶3(1 − (𝑇𝑟)
0.5)3]

2
 (2.21) 

 

where C1, C2, and C3 are fluid-specific adjustable parameters calculated by fitting experimental 

Psat data. The introduction of these three parameters makes Eq. 2.21 very flexible and capable of 

effectively fitting the Psat of polar and non-polar components, producing more accurate results. 

However, there is no generalized correlation for calculating parameters C1, C2, and C3, making 

Eq. 2.21 non-predictive and consequently unsuitable for engineering calculations.  

 

2.5.3 The Stryjek−Vera α-Function 

Stryjek and Vera (Stryjek and Vera, 1986) proposed the following α-function for the PR CEoS: 

 

 𝛼(𝑇) = 𝑘𝑜 + 𝑘1(1 + (𝑇𝑟)
0.5)(0.7 − 𝑇𝑟) (2.22) 

 𝑘𝑜 = 0.378893 + 1.4897153𝜔 − 0.17131848𝜔2 + 0.0196554𝜔3 (2.23) 
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where k1 is an adjustable parameter fitted to Psat data, Stryjek and Vera tested their α-function on 

90 pure components of industrial interest, including 37 hydrocarbons, 10 ketones, 12 alcohols, 10 

ethers, and 17 components from assorted chemical families (Stryjek and Vera, 1986). Stryjek and 

Vera reported that deviations usually fell below 1% for Psat. Stryjek and Vera recommend using a 

value of k1=0 for a Tr higher than 0.7; however, there is no correlation for calculating k1 at reduced 

temperatures below 0.7, which renders the equation unsuitable for predictive applications. 

 

2.5.4 The Trebble−Bishnoi α-Function 

Trebble and Bishnoi (Trebble and Bishnoi, 1987) proposed the following exponential expression 

for the calculation of α as an attempt to capture the exponential behaviour depicted by 

thermodynamic properties near the critical point as described by Valderrama (Valderrama, 2003):  

 

 𝛼(𝑇) = 𝑒𝑥𝑝[𝑚𝑇𝐵(1 − 𝑇𝑟 )] (2.24) 

where mTB is the only fluid-specific adjustable parameter and can be fitted to Psat data. The 

Trebble−Bishnoi function is a single parameter α-function and, as indicated in preceding 

subsections, results in limited flexibility when handling polar components. Trebble and Bishnoi 

(Trebble and Bishnoi, 1987) also proposed a generalized expression for calculating mTB using Psat 

data from 75 polar and non-polar components (Trebble and Bishnoi, 1987).  

 

The Trebble−Bishnoi α-function has unfortunately been reported to result in high errors (relative 

to other α-functions) when used to evaluate Psat. Coquelet et al. (Coquelet et al., 2004) tested the 

correlation proposed by Trebble and Bishnoi on the PR CEoS for Psat of 15 hydrocarbons, 4 polar, 

and 3 other components. Coquelet et al. (Coquelet et al., 2004) reported an overall average 
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absolute relative deviation (AARD) (Eq. 3.19) of 3.30%, which is notably higher than the Soave, 

Mathias-Copeman, Stryjek-Ver, and Twu α-functions which typically give an oval value of 2% 

AARD (Valderrama, 2003).  

 

2.5.5 The Twu α-Function 

Another exponential α-function was proposed by Twu et al. (Twu et al., 1995b) and is defined 

below: 

 

 𝛼(𝑇) = 𝑇𝑟
𝑁(𝑀−1)

𝑒𝑥𝑝(𝐿(1 − 𝑇𝑟
𝑁𝑀)) (2.25) 

 

where N, M, and L are all component-specific adjustable parameters that are calculated by fitting 

them to pure component Psat. The Twu α-function gets its flexibility from utilizing three adjustable 

fluid-specific parameters at the cost of complexity. Compared to other α-functions, the Twu α-

function produces better results for non-polar and polar components, especially when compared to 

the Soave α-function (Valderrama, 2003; Young et al., 2016). Furthermore, as described by Le 

Guennec et al. (Le Guennec et al., 2017), if adequately constrained, the Twu α-function can 

produce consistent values (discussion of consistent α curves is further discussed in Section 2.6). 

The Twu α-function, however, is not predictive as there is no general correlation for calculating 

the three parameters N, M and L. 

 

2.5.6 Updated Soave α-Function 

Pina-Martinez et al. (Pina-Martinez et al., 2019a) updated the expression for calculating parameter 

m of the Soave α-function to improve its predictions. The Soave α-function’s general expression 
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(Eq. 2.17) was initially fitted using a slim number of components consisting mainly of 

hydrocarbons at a Tr of 0.7 (Soave, 1972b). Pina-Martinez et al. evaluated 1,721 pure components 

of various chemical families within the subcritical range (Pina-Martinez et al., 2019a). Pina-

Martinez et al. proposed the following correlation for m for the PR and RK CEoS: 

 

 𝑚𝑃𝑅−𝑝𝑖𝑛𝑎 = 0.3919 + 1.4996𝜔 − 0.2721𝜔2 + 0.1063𝜔3 (2.26) 

 𝑚𝑅𝐾−𝑝𝑖𝑛𝑎 = 0.4810 + 1.5963𝜔 − 0.2963𝜔2 + 0.1233𝜔3 (2.27) 

 

where mPR-Pina and mRK-Pina are correlations intended for the PR and RK CEoS, respectively. Pina-

Martinez et al. reported that when parameter m is calculated from Eq. 2.26 or 2.27, the calculated 

Psat of pure components from the PR and RK CEoS are more accurate than those obtained when 

m is calculated from their respective original expressions shown in Eq. 2.18 and 2.17.  

 

2.5.7 Comparison of α-Functions 

Young et al.(Young et al., 2016) evaluated 20 α-functions using the PR CEoS, including all the α-

functions discussed in this section. Young et al. tested the α-functions on 56 components from 

assorted chemical families, including hydrocarbons, non-condensable gases, alcohols, organic 

acids, and other organic polar components. Table 2.3 summarizes errors for the 5 different α-

functions discussed here. In the study by Young et al., the Trebble-Bishnoi and Soave α-functions 

exhibited suboptimal performance. Specifically, the Trebble-Bishnoi α-function had the highest 

overall AARD (Eq. 3.19), except water, among all chemical family groups tested. An overall 

AARD of 2.33% was reported for the Trebble-Bishnoi α-function. The Soave α-function, too, 

demonstrated subpar performance, exhibiting an overall AARD of 2.03%. However, the Mathias-

Copeman, Twu, and Stryjek-Vera α-functions were much more accurate, with reported overall 
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AARD of 0.60, 0.66, and 0.75% respectively. The study conducted by Young et al. supports the 

observation that α-functions with three parameters show better performance when calculating 

thermodynamic properties due to their superior flexibilities. The observation is particularly 

apparent when modelling polar and associating components.  

 

Table 2.3: Performance Overview of selected α-functions reporting average absolute relative 
deviations (AARD), in %. NC is the number of components (Young et al., 2016) 

 

Family group  NC 
α-functions AARD, % 

Soave Mathias-Copeman Stryjek-Vera Trebble-Bishnoi Twu Overall 

Alkanes 10 0.72 0.45 0.56 1.82 0.45 0.80 
Hydrocarbon 18 0.97 0.41 0.70 2.10 0.44 0.92 
Water 01 1.91 0.19 0.25 0.59 0.21 0.63 
Permanent Gases 08 1.12 0.19 0.31 1.94 0.27 0.77 
Alcohol 04 4.51 1.21 1.14 4.40 1.33 2.52 
Organic Acid 02 4.62 1.25 1.60 3.27 1.47 2.44 
Polar  08 1.02 0.61 0.77 2.21 0.60 1.04 
C/N 05 1.40 0.50 0.67 2.28 0.54 1.08 
Overall 56 2.03 0.60 0.75 2.33 0.66 1.28 

* C/N-Chlorinated / Nitrogenated  

 

2.6 Consistency Check for α-Function 
A detailed discussion of thermodynamic inconsistency and the associated consequences was 

provided in Chapter 1. To ensure a CEoS produces consistent thermodynamic results, the  

α-function must obey the following thermodynamic constraints (Le Guennec et al., 2017): 

 

 𝛼 ≥ 0 𝑎𝑛𝑑 𝛼(𝑇) 𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 (2.28) 

 𝑑𝛼

𝑑𝑇𝑟
≤ 0 𝑎𝑛𝑑 

𝑑𝛼

𝑑𝑇𝑟
 𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 (2.29) 

 𝑑2𝛼

𝑑𝑇𝑟
2 ≥ 0 𝑎𝑛𝑑 

𝑑2𝛼

𝑑𝑇𝑟
2  𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 (2.30) 

 
𝑑3𝛼

𝑑𝑇𝑟
3 ≤ 0  (2.31) 
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The assertion of the continuity of α (Eq. 2.28) and the derivatives of α (Eq. 2.29 and 2.30 ) are 

required to avoid discontinuities in the calculated state functions (Le Guennec et al., 2016). 

Equation 2.28 asserts that α-functions must be positive and continuous. The attractive term (2nd 

term of Eq. 2.12 ), which strongly depends on the value of the α-function, must always decrease 

the system's total pressure. Therefore, a sign change would result in physically inconsistent 

behaviour (Deiters, 2013). This constraint can also be observed in Figure 2.4, which illustrates a 

consistent α-function plotted against the Tr. Equation 2.28 ensures that the curve shown in Figure 

2.4 is continuous, positive, and free of discontinuities. Equation 2.29 ensures the α-function 

approaches zero as the reduced temperature approaches infinity, as seen in Figure 2.4. By doing 

so, Eq. 2.29 satisfies the theoretical requirement demanding only repulsive forces at infinite 

temperature (the attractive term in Eq. 2.12 cancels out when α=0). Le Guennec et al. (Le Guennec 

et al., 2016) also demonstrated that Eq. 2.30 and 2.31 are vital in ensuring the reliability of 

calculations derived from the cubic equation of state (CEoS). Specifically, Equation 2.30 

guarantees that the Cp
sat values are positive, while Eq. 2.31 verifies that the calculated temperature 

trends do not display inconsistent inflection points in the supercritical region, aligning with the 

observed behaviour in experimental Cp
sat data, which does not showcase any inflection points in 

the supercritical region. 
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Figure 2.4: Schematic of a thermodynamically consistent α-function 

 

2.7 Summary  

EoS saw significant developments over the past century, from the original vdW CEoS to more 

recent EoS like the RK and PR CEoS. CEoS are not purely grounded in theoretical principles like 

the Virial EoS. They also do not adequately account for molecular association due to polar or 

electrostatic interactions. Nevertheless, a CEoS can provide an acceptable approximation of 

thermodynamic properties across the phase diagram. A CEoS is the preferred choice for most 

engineering applications due to its simplicity and versatility. Since Soave originally developed his 

α-function, which can still be found in modern-day process simulators, numerous authors have 

proposed new α-functions to improve the accuracy of the calculations. Among these, the 𝛼-

function proposed by Twu et al. is one of the best alternatives to the popular Soave 𝛼-function due 

to its flexibility and improved accuracy for polar and non-polar components. Furthermore, as 
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proven by Le Guennec et al. (Le Guennec et al., 2016), the Twu α-function can be constrained to 

satisfy the consistency check presented in Eq. 2.28 to 2.31.  
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3 Modelling Methodology 

This chapter reviews the different modelling techniques and algorithms designed to fit the PR and 

RK equations of state with α parameter from the Twu function to experimental data. The chapter 

first reviews the calculation of saturation pressure, enthalpy of vaporization and heat capacity from 

a cubic equation of state; then, it presents the optimization algorithm used to fit the equation to 

data; and, finally, it describes the experimental dataset used for fitting in this study. 

 

3.1 The Generalized Cubic Equation of State 
For computational calculations, it's advantageous to formulate the generalized CEoS in terms of 

the reduced Helmholtz function, a thermodynamic potential that quantifies the system's available 

energy to perform useful work while at a constant V and T. Using Ar facilitates the calculation of 

all thermodynamic properties as they can be calculated explicitly from the partial derivatives of 

the Helmholtz function. The generalized CEoS in terms of Ar is given by (Michelsen and Møllerup, 

2007). 

 

 𝐴 
𝑟(𝑇,𝑣𝛽)

𝑅𝑇
= − 𝑙𝑛 (1 −

𝑏

𝑣𝛽
) −

 𝛼(𝑇)

𝑅𝑇𝑏(𝛿1−𝛿2)
𝑙𝑛 (

1+
𝛿1𝑏

𝑣𝛽

1+
𝛿1𝑏

𝑣𝛽

) (3.1) 

  

The pressure explicit EoS presented in Eq.2.12 and Eq. 3.1 are related as follows: 

 

 𝑃 = −(
𝜕𝐴𝑟(𝑇,𝑣)

𝜕𝑣
)
𝑇
+

𝑅𝑇

𝑣
 (3.2) 

 

The parameter α(T) in Eq. 3.1 is given by: 
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 𝛼(𝑇) = 𝛼 𝑎𝑐 (3.3) 

 

In this study, the parameter α (or α(T)) was calculated using the Twu (Twu et al., 1991b, 1991a) 

correlation: 

 

 𝛼(𝑇) = 𝑇𝑟
𝛼1 𝑒𝑥𝑝 (𝛼2(1 − 𝑇𝑟

𝛼3)) (3.4) 

 

where α1, α2 and α3 are fluid-specific parameters calculated by fitting the generalized CEoS, Eq. 

3.1, with parameter α calculated from Eq. 3.4 to experimental Psat, ∆Hv and Cp
sat as recommended 

by Pina-Martinez et al. (Pina-Martinez et al., 2018). Pina-Martinez et al. highlighted the 

importance of combining three thermodynamic properties, Psat, ∆Hv, and Cp
sat to optimize the 

accuracy of an α-function’s parameters. While Psat data is a fundamental requirement, the inclusion 

of the other two types (∆Hv and Cp
sat) significantly enhances the accuracy of the CEoS. ∆Hv and 

Cp
sat also improve derivative thermodynamic property prediction. The calculation of ∆Hv (Eq. 3.7-

3.11) requires computing the first derivative of α, whereas Cp
sat (Eq. 3.12-3.16) is a function of 

the second derivative. Therefore, it is possible to assess the accuracy of the calculated derivatives 

through these properties. 

 

3.2 Flash Calculations 

In Eq 3.4, the Psat, Hv and Cp
sat required for fitting α1, α2 and α3 were calculated from an isothermal 

two-phase flash algorithm. The flash algorithm uses the accelerated successive substitution method 

developed by Michelsen and Møllerup (Michelsen and Møllerup, 2007) to find the pressure that 

satisfies the following equation at a given temperature: 
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 (
𝜙𝑣(𝑇,𝑃)

𝜙𝑙(𝑇,𝑃)
− 1)

2

= 0 (3.5) 

 

where ϕ is the fugacity coefficient of the pure component and superscripts v and l stand for the 

vapour and liquid phases, respectively. Equation 3.5 is only satisfied when the fugacity of the pure 

component in the vapour phase is equal to that in the liquid phase (equal fugacity criteria of 

equilibrium, Eq. 2.3). The fugacity coefficient in the vapour and liquid phases is calculated as 

follows: 

 

 𝑙𝑛(𝜙𝛽) = (
𝐴𝑟

𝑅𝑇
)
𝛽

+ 𝑍𝛽 − 1 − ln (𝑍𝛽) (3.6) 

 

where Ar/RT is calculated from Eq. 3.1, Z is the compressibility factor, and β is the vapour or liquid 

phase. For instance, to calculate ϕ in the vapour phase using Eq. 3.6 at a given T and P, Ar/RT is 

calculated using the v of the vapour phase and the T, and Z is calculated using the v of the vapour 

phase, the T, and the P. The P at equilibrium is unknown. Therefore, an iterative method (or flash 

calculation) was used to find the P that satisfies the equal fugacity criteria shown by Eq. 3.5. The 

solution of Eq. 3.5 produces the Psat and the compressibility factors of the vapour, Zv, and liquid, 

Zl, phases at equilibrium. The flash calculations (iterative procedure to solve Eq. 3.5) were 

performed in MATLAB (R2021b-R2023a) using the accelerated substitution method proposed by 

Michelsen and Mollerup (Michelsen & Mollerup, 2007). This algorithm's average speed was 3000 

flash calculations per second with an Intel(R) Core (TM) i7-9700 CPU @ 3.00GHz processor. 
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The enthalpy of vaporization, ∆Hv, was calculated using Psat, Zv and Zl as inputs, according to: 

 

  𝐻𝑣 
= 𝐻𝑣 − 𝐻𝑙  (3.7) 

 𝐻𝛽 = 𝐴𝑟(𝑇, 𝑣𝛽) + 𝑇 𝑆𝑟𝑒𝑠(𝑇, 𝑣𝛽) + 𝑃𝑠𝑎𝑡𝑣𝛽 − 𝑅𝑇 + 𝐻𝑖𝑑𝑒𝑎𝑙 𝑔𝑎𝑠 (3.8) 

 𝑣𝛽 = 𝑍𝛽 𝑅𝑇

𝑃𝑠𝑎𝑡 (3.9) 

 
𝑆𝑟𝑒𝑠(𝑇,𝑣𝛽)

𝑅
= −𝑇 [

𝜕𝐹

𝜕𝑇
] − 𝐹 (3.10) 

 𝐹 =
𝐴𝑟(𝑇,𝑣𝑙𝑖𝑞)

𝑅𝑇
 (3.11) 

 

where superscript β stands for vapour, v, or liquid, l, phases; Sres is the residual entropy; and  

Hideal gas is the enthalpy of the ideal gas at the system T. The Hideal gas cancels out when evaluating 

Eq. 3.7 and, therefore, does not need to be evaluated. The Cp
sat was calculated as follows: 

 

 𝐶𝑝
𝑠𝑎𝑡 = 𝐶𝑝

𝑠𝑎𝑡 (𝑟𝑒𝑠)
+ 𝐶𝑝

𝑖𝑑𝑒𝑎𝑙 𝑔𝑎𝑠 (3.12) 

 𝐶𝑝
𝑠𝑎𝑡 (𝑟𝑒𝑠)

= 𝐶𝑉𝑙𝑖𝑞

𝑟𝑒𝑠 − 𝑇

(
𝜕𝑃

𝜕𝑇
)
𝑉𝑙𝑖𝑞 

2

(
𝜕𝑃

𝜕𝑉𝑙𝑖𝑞
)
𝑇

− 𝑅 (3.13) 

 𝐶𝑉𝑙𝑖𝑞

𝑟𝑒𝑠 = (−𝑇2 (
𝜕2𝐹

𝜕𝑇2)
𝑉𝑙𝑖𝑞

− 2𝑇 (
𝜕 𝐹

𝜕𝑇 )
𝑉𝑙𝑖𝑞

)𝑅  (3.14) 

 (
𝜕𝑃

𝜕𝑇
)
𝑉𝑙𝑖𝑞

= −𝑅𝑇 (
𝜕2𝐹

𝜕𝑇𝜕𝑉𝑙𝑖𝑞
) +

𝑃

𝑇
 (3.15) 

 (
𝜕𝑃

𝜕𝑉𝑙𝑖𝑞
)
𝑇

= −𝑅𝑇 (
𝜕2𝐹

𝜕𝑉𝑙𝑖𝑞
2 )

𝑇

−
𝑅𝑇

𝑉𝑙𝑖𝑞
2  (3.16) 
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Cp
 ideal gas is the heat capacity of the ideal gas at the system’s absolute T and is calculated using the 

correlation proposed by Yaws  (Yaws, 2015). 

 

 𝐶𝑃
𝑖𝑑𝑒𝑎𝑙 𝑔𝑎𝑠

= 𝐴𝐶𝑝 + 𝐵𝐶𝑝𝑇 + 𝐶𝐶𝑝𝑇
2 + 𝐷𝐶𝑝𝑇

3 (3.17) 

 

where Acp, Bcp, Ccp, and Dcp are fluid-specific parameters reported by Yaws  (Yaws, 2015). The 

flash algorithm implemented in this study calculates Psat, ∆Hv, and Cp
sat using the following inputs: 

1) the absolute T of the system; 2) constants Acp, Bcp, Ccp, and Dcp in Eq. 3.17; 3) the Tc and Pc of 

the pure component for the calculation of ac and b using Eq. 2.14 and 2.13, respectively; and 4) 

parameters α1, α2, and α3 for the calculation of α(T) from Eq. 3.4. All the required inputs are known 

except for parameters α1, α2 and α3. 

 

3.3 Optimization Algorithm 
The parameters α1, α2 and α3 in Eq. 3.4 were calculated by minimizing the following objective 

function, OF: 

 

 𝑂𝐹 = 𝑊𝑓𝑃𝑠𝑎𝑡 (
𝐴𝐴𝑅𝐷

𝑃𝑠𝑎𝑡

100
)
2

+ 𝑊𝑓𝛥𝐻𝑣𝑎𝑝 (
𝐴𝐴𝑅𝐷𝛥𝐻𝑣𝑎𝑝

100
)
2

+ 𝑊𝑓𝐶𝑝𝑠𝑎𝑡 (
𝐴𝐴𝑅𝐷

𝐶𝑝𝑠𝑎𝑡

100
)
2

 (3.18) 

 

where Wf is the property weighting factor, and AARD is the average absolute relative deviation 

calculated as: 

 

 𝐴𝐴𝑅𝐷(%) =
100

𝑁𝑃
∑ |

𝑋𝑒𝑥𝑝−𝑋𝑐𝑎𝑙𝑐

𝑋𝑒𝑥𝑝
|𝑁𝑃

1  (3.19) 
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where subscripts calc and exp refer to calculated and experimental values, respectively; X is the 

property under study; and NP is the number of experimental data points. The advantage of using 

AARD in Eq. 3.18 instead of another deviation metric (for instance, the absolute error or deviation) 

is that the objective function (Eq. 3.18) is dimensionless. The values of Wf are unknown and were 

determined as follows. The three weighting factors in Eq. 3.18 were changed from 0 to 1 with 

increments of 0.1 until a tridimensional grid was constructed. Then, Eq. 3.18 was minimized at 

each one of the nodes of the tridimensional grid (or combination of weighting factors) by using a 

non-linear optimization algorithm (fmincon) in MATLABTM constrained to satisfy the 

thermodynamic consistency criteria shown in Eq. 2.28 to 2.31. The following constraints were 

imposed on the weighting factors to eliminate redundant nodes and ensure accurate values of Psat: 

 ∑𝑊𝑓 = 𝑊𝑓𝑃𝑠𝑎𝑡 + 𝑊𝑓𝛥𝐻𝑣𝑎𝑝+ 𝑊𝑓𝐶𝑝𝑠𝑎𝑡 = 1 (3.20) 

 𝑊𝑓𝑃𝑠𝑎𝑡 ≥ 0.5 (3.21) 

 𝑊𝑓 𝛥𝐻𝑣𝑎𝑝  𝑎𝑛𝑑 𝑊𝑓 𝐶𝑝𝑠𝑎𝑡 ≠ 0 (3.22) 

 

The first constraint, Eq. 3.20, significantly eliminates the number of redundant sets. The second 

constraint, Eq. 3.21, ensures that the optimizer will prioritize the minimization of errors associated 

with the Psat over the ∆Hv, or Cp
sat; and the third constraint, Eq. 3.22, ensures that the ∆Hv and 

Cp
sat influence the optimization procedure. It is required to produce highly accurate values of Psat 

at the pure component level for engineering applications to ensure that when the CEoS is extended 

to mixtures, it still produces accurate mixtures’ phase boundaries and phase compositions. 

Accurate phase boundaries and phase compositions are needed to simulate absorption, liquid 

extraction, and distillation operations.   
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The minimization of the objective function (Eq. 3.18) at each node produced a solution consisting 

of a set of three Twu α-function parameters (α1, α2, α3). The optimum set of Twu α-function 

parameters (or optimum solution) was the one that produced 1) the global minimum of the 

objective function and 2) a lower overall average absolute deviation (AAD) for the Psat compared 

to that for the Cp
sat. The overall AAD was calculated according to: 

 𝐴𝐴𝐷 =
1

𝑁𝑃
∑ |𝑋𝑒𝑥𝑝 − 𝑋𝑐𝑎𝑙𝑐|

𝑁𝑃
1  (3.23) 

 

The overall AAD was the preferred error metric for selecting the optimum solution because the 

error distribution of AAD is not as biased as AARD's. High AARD values are typically found at 

Tr below 0.4 and decrease almost exponentially with T. In the case of AAD, high AAD values are 

found at intermediate temperatures (typically, at Tr between 0.4 and 0.9), where most industrial 

processes are usually operated.  

 

The properties required as input in Eq. 3.18 were calculated according to the flash algorithm 

described in Section 3.2. The experimental properties were collected primarily from the NIST 

Database (NIST, 2017). Details on the development of the dataset used in this study for fitting are 

presented in the following section.  

 

3.4  Development of the Thermophysical Properties Dataset 

The Twu correlation (Eq. 3.4) was fitted to a development dataset containing experimental Psat, 

∆Hv and Cp
sat of 9 alcohols, 4 aldehydes, 16 alkanes, 10 amines, 15 aromatics, 7 branched alkanes, 

11 carboxylic acids, 12 cyclic alkanes, 15 heterocyclic nitrogen-containing compounds, 9 

heterocyclic sulphur-containing compounds,16 ketones, 6 nitriles, 15 thiols, water, and ammonia. 
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Most of the experimental data were collected from the NIST database (NIST, 2017), with some 

components utilizing supplementary ∆Hv and Cp
sat data from the databases compiled by Zábranský

et al (Zábranský et al., 1996) and Acree and Chickos (Acree and Chickos, 2010). Other pure 

component properties, such as Pc and Tc and Cp
 ideal gas coefficients in Eq. 3.18, required as inputs 

for the flash algorithm, were collected from the Yaws' Handbook of Thermodynamic and Physical 

Properties of Chemical Compounds (Yaws, 2015). Values of the acentric factor, ω, were also 

included in this dataset as they were used as input for the calculation of α for the Soave function 

(Eq. 2.16), which was used for comparison purposes. The experimental data collected from the 

NIST database (NIST, 2017), Zábranský et al. (Zábranský et al., 1996) , and Acree and Chickos 

(Acree and Chickos, 2010) were screened to eliminate outliers. The screening procedure used for 

outlier elimination is described in Section 3.5. To aid in the analysis of the results, the components 

in this dataset were classified into three groups according to the nature of the intermolecular 

interactions: 1) non-polar, 2) polar, and 3) hydrogen bonding components. The components in 

group 2 are polar but do not exhibit hydrogen bonding interactions. Table 3.1 summarizes relevant 

information about the Development Dataset.  
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Table 3.1: Summary of relevant information for the chemical families in the Development Dataset. 
NC and NP refer to the number of components and the number of data points, respectively; and Tr 
is the reduced temperature. This dataset was screened to eliminate outliers. 

Family NC Psat / kPa ΔH / kJ mol-1 Cpsat / kJ kmol-1 K-1 
NP Tr range NP Tr range NP Tr range 

Group 1: Non-polar  
Alkanes 16 10635 0.231 – 1.000 292 0.373 – 0.970 1577 0.221 – 0.997 
Aromatics 7 1065 0.388 – 1.000 83 0.445 – 0.934 355 0.158 – 0.717 
Branched Alkanes 12 2624 0.024 – 1.000 91 0.388 – 0.813 353 0.246 – 0.629 
Cyclic Alkanes 18 6999 0.306 – 1.000 346 0.343 – 0.936 939 0.117 – 0.969 
Group 2: Polar 
HSCC 9 714 0.330 – 0.997 56 0.409 – 0.842 241 0.254 – 0.995 
Thiols 14 404 0.410 – 0.997 51 0.432 – 0.913 639 0.177 – 0.644 
Pyridines 11 1444 0.390 – 0.994 85 0.392 – 0.714 460 0.321 – 0.977 
Aldehydes 4 368 0.393 – 0.894 22 0.429 – 0.783 60 0.317 – 0.619 
Ketones 16 3437  0.331 – 1.000 186 0.349 – 0.964 492 0.253 – 0.967 
Nitriles 6 548 0.334 – 0.999 36 0.426 – 0.858 96 0.297 – 0.643 
Group 3: Hydrogen Bonding 
Amines 10 1031 0.414 – 1.000 38 0.475 – 0.902 165 0.371 – 0.674 
HNCC 4 698 0.365 – 0.996 20 0.524 – 0.824 136 0.330 – 0.639 
Alcohols 11 9924 0.295 – 1.000 272 0.414 – 0.939 895 0.195 – 0.954 
H2O/NH3 2 2256 0.389 – 1.000 62 0.456 – 0.801 181 0.311 – 0.997 
Acids 11 3088 0.372 – 0.985 72 0.393 – 0.897 244 0.375 – 0.744 
Total  151 45,235  1,712  6,833  

HNCC=Hydrogen-Bonding Heterocyclic Nitrogen-Containing Compound; HSCC=Heterocyclic Sulfur 

Containing Compound 

 

Figure 3.1, Figure 3.2 and Figure 3.3 show the distribution of the data points in the Development 

Dataset for Psat, ΔH and Cp
sat, respectively, versus the Tr range. The Tr range for Psat and ΔH was 

from 0.3 to 1.0, which covers temperatures from near the triple point and extends to the critical 

point. However, for Cp
sat, a constrained range was used from 0.3 to 0.8 because Cp

sat calculated 

from CEoS typically deviates significantly from the experimental data at temperatures above 0.8 

as described by Kontogeorgis and Folas (Kontogeorgis and Folas, 2009). As seen in Figure 3.1 to 

Figure 3.3, most data points for the three studied properties are reported at Tr within the range of 

0.5 and 0.8.  
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Figure 3.1: Plots representing the count of data points at varying ranges of reduced temperature 
(X-axis). The Y-axis indicates the number of data points for the saturation pressure (Psat). Plot-a 
displays the Psat count for Group 1: nonpolar components, plot-b Group 2: polar components, 
and plot-C Group 3: hydrogen bonding components. 
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Figure 3.2: Plots representing the count of data points at varying ranges of reduced temperature 
(X-axis). The Y-axis indicates the number of data points for the vaporization enthalpy (∆Hv). 
Plot-a displays the ∆Hv count for Group 1: nonpolar components, plot-b Group 2: polar 
components, and plot-C Group 3: hydrogen bonding components. 
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Figure 3.3: Plots representing the count of data points at varying ranges of reduced temperature 
(X-axis). The Y-axis indicates the number of data points for the Saturated liquid heat capacity. 
(Cp

sat). Plot-a displays the Cp
sat count for Group 1: nonpolar components, plot-b Group 2: polar 

components, and plot-C Group 3: hydrogen bonding components. 
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The accuracy of the calculated parameters α1, α2 and α3 depends significantly on the quality of the 

experimental data used in the optimization algorithm. The presence of outliers in the datasets can 
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the performance of the CEoS. In this study, a quantile regression algorithm was implemented in 

MATLAB™, which played a crucial role in detecting outliers within the dataset. This algorithm 

works by determining the upper and lower limits that define an outlier using experimental values 

of the thermodynamic variable for a specific quantile, as initially proposed by (Meinshausen, 

2006). Essentially, data points that lie outside of these set boundaries may indicate the presence of 

an outlier. To illustrate this procedure, one can refer to Figure 3.4.  

 

Figure 3.4: Bounds and Outliers Detected Using a Quartile Regression Algorithm: The green line 
represents the upper limit, while the blue line marks the lower limit. Diamonds denote 
experimental data for water, and circles represent outliers. 

 

In Figure 3.4, green and blue lines represent the upper and lower boundaries, respectively, while 

the experimental data is depicted as diamonds. Notably, outliers identified in this stage are depicted 

as circles. In Figure 3.4, the quantile regression algorithm identifies several erroneous outliers, 

emphasizing that most evaluated data has been retained. Moreover, it illustrates a limitation, as it 

can be observed that possible outliers have been missed during the initial screening process. 

Further steps to capture this outlier could involve manual removal of the undetected outlier or 
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rerunning the quartile regression algorithm after eliminating the most prominent outliers. It is 

crucial to manually verify the outliers detected by the algorithm and discard them from the dataset 

if an apparent deviation is observed, ensuring the precision and reliability of the analysis.  

 

3.6 Testing The Consistency of The Fitted Twu Correlation Parameters 
The consistent calculation of thermodynamic properties across the phase diagram highly depends 

on the ability of an EoS to produce qualitatively correct trends for its first and second derivatives. 

Derivative properties are those calculated from the derivatives of the EoS, such as isothermal 

compressibility, thermal expansion, Waring number (W) and speed of sound(u) (Bell et al., 2018; 

Velasco et al., 2012; Waring, 1954). Therefore, comparing experimental and calculated derivative 

properties assesses the accuracy of derivatives calculated from an EoS and provides a qualitative 

consistency test. 

 

This study evaluated the consistency of the first and second derivatives calculated from the CEoS 

with fitted Twu correlation parameters by calculating the Waring number, W, and the saturated 

liquid speed of sound, u. These two properties were chosen because W can be used to check if the 

shape of the calculated Psat curve is consistent with the Clapeyron equation, and u is considered 

the most demanding test to check the performance of any EoS as it depends on the first and second 

derivatives of the equation(Kontogeorgis and Folas, 2009). A brief review of the calculation of W 

and u is presented below. 
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3.6.1 The Waring Number  

Waring (Waring, 1954) proposed an empirical method to assess the consistency of calculated pure 

component Psat. Subsequently, the following empirical parameter, known as the Waring (W) 

number in kJ mol-1, was defined.: 

 

 𝑊 =
𝑅𝑇2

𝑃
(
𝜕𝑃

𝜕𝑇
)  (3.24) 

 

The Clapeyron equation can be written in terms of W as: 

 

 
 𝐻𝑣

 𝑍𝑣𝑎𝑝 = 𝑊  (3.25) 

 

where Zvap is the difference in compressibility factors of saturated vapour and liquid, Waring 

(Waring, 1954) calculated W numbers for numerous pure components using highly accurate 

experimental values for ΔHv and ΔZvap and plotted the calculated W values versus the Tr from the 

graphs, Waring concluded that to satisfy the Clapeyron equation, the plotted curves must be: 1) 

convex and continuous; 2) have a minimum value consistent with the inflection point of the curve 

log(P) versus 1/T as noted by Thodos (Thodos, 1950); and 3) produce a finite W number at the 

critical point. These observations are empirical but have been used by several authors to verify the 

thermodynamic consistency of calculated pure component Psat (Bell et al., 2018; Velasco et al., 

2012; Waring, 1954). This study calculated the W number from Eq. 3.25 using the derivative 

calculated from the CEoS with fitted Twu correlation parameters. Then, W was plotted versus the 

reduced temperature, and the produced curves' consistency was assessed using the three criteria 

previously outlined.  
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3.6.2 The Speed of Sound 

The speed of sound, u in m/s, is calculated as follows (Michelsen and Møllerup, 2007): 

 

 𝑢 = √−
𝑣𝑙𝑖𝑞
2

𝑀𝑤
(
𝐶𝑝
𝑠𝑎𝑡

 

 

𝐶𝑣 
𝑠𝑎𝑡 ) (

𝜕𝑃

𝜕𝑉
)
 
   (3.26) 

 

where Mw is the molecular weight; vliq, CP
sat, and Cv

sat are the saturated liquid volume, isobaric 

heat capacity and isochoric heat capacity, respectively; and (∂P/∂V) is the derivative of pressure 

with respect to the saturated liquid molar volume. In this study, the consistency of the CEoS for 

the calculation of u was assessed by comparing calculated and experimental values for 90 pure 

components from a similar set of assorted chemical families described in section 3.5, excluding 

thiols (no experimental data are reported for these components). The speed of sound was calculated 

from Eq. 3.26 using vsat, Cp
sat, Cv

satt, and (∂P/∂V) calculated from the CEoS with fitted Twu 

correlation parameters. The calculated speed of sound was compared with experimental data 

collected from the NIST Database (NIST, 2017). Table 3.2 presents details of the experimental 

dataset used.  
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Table 3.2. Speed of Sound Analysis Dataset, NC and NP denote the number of components and data points 
respectively, while Tr symbolizes reduced temperature. The u signifies the speed of sound in m s-1. Outliers 
have been diligently excluded from this dataset. 

Family NC NP 
Speed of Sound 

u, m/s range Tr range 
Group 1: Non-polar 
Alkanes 16 854     68 - 2106 0.243 - 1.000  
Aromatics 7 53 1012 - 1491 0.434 - 0.621 
Branched Alkanes 12 120   100 - 1391 0.364 - 0.969 
Cyclic Alkanes 18 455     81 - 1818 0.313 - 1.000 
Group 2: Polar 
HSCC 9 23 1249 - 1503 0.402 - 0.480 
Thiols 14 - - - 
Pyridines 11 80 1278 - 1488 0.454 - 0.537 
Aldehydes 4 9 1367 - 1479 0.422 - 0.465 
Ketones 16 161   467 - 1521 0.403 - 0.887 
Nitriles 6 60   573 - 1572 0.423 - 0.870 
Group 3: Hydrogen Bonding  
Amines 10 45 1045 - 1702 0.494 - 0.632 
HNCC 4 43 1050 - 1600 0.375 - 0.617 
Alcohols 11 631     97 - 1676 0.343 - 0.998 
H2O/NH3 2 40   294 - 1996 0.494 - 0.999 
Acids 11 42       4 - 1312 0.422 - 0.597 
Total 90 2616   

HNCC=Heterocyclic Nitrogen Containing Compound; HSCC=Heterocyclic Sulfur Containing Compound 
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4 Analysis of Subcritical Region 

The first part of this chapter presents the results of fitting the PR and RK CEoS with α parameter 

calculated from the Twu correlation (Eq. 3.4 and 2.25) to experimental Psat, ∆Hv and Cp
sat of the 

components listed in Table 3.1 in Chapter 3. The components summarized in Table 3.1 were 

classified into three groups according to intermolecular interactions: Group 1, non-polar; Group 2, 

polar; and Group 3, hydrogen-bonding components. This classification allowed us to study the 

performance of the CEoS in fitting the properties of non-polar, polar, and hydrogen-bonding 

components. These components' properties were compared using the PR and RK CEoS with the α 

parameter calculated from the Soave correlation (Eq. 2.16 and 2.17). The performance of the 

different CEoS was assessed by comparing deviations between experimental and calculated data. 

The second part of this chapter presents the results of a consistency check performed by calculating 

W and u. The Waring number is a parameter that assesses if the CEoS produces trends that satisfy 

the Clapeyron equation. The speed of sound was used to assess the quality of the derivative of the 

CEoS and function as a rigorous test of thermodynamic consistency.  

 

4.1 Analyzing The Performance of The Redlich-Kwong and Peng-Robinson Cubic 
Equations of State With α Parameter from The Twu and Soave α-Functions 

The following nomenclature will be used throughout this chapter to refer to the different CEoS 

used in this study: PR-Twu and PR-Soave refer to the PR CEoS with α parameter calculated from 

the Twu and Soave correlations, respectively, and RK-Twu and RK-Soave refer to the RK CEoS 

with α parameter calculated from the Twu and Soave correlations, respectively. The three fluid-

specific coefficients in the Twu correlation (Eq. 3.4) were calculated by fitting the respective 

model to experimental data as described in Section 3.2. The Soave parameter m, which is used for 

the PR-Soave and RK-Soave models, was predicted from a correlation proposed by Pina et al. 
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(Pina-Martinez et al., 2019b) and is defined in Eq. 2.18 and Eq. 2.15. All the fitted Twu correlation 

parameters are summarized in Appendix B2- Fitted Twu Parameter and calculated Absolute 

Average Relative Deviations (AARD). 

 

4.1.1 Analysis of Group 1: Non-Polar Components 

Figure 4.1 presents the summary of the overall absolute relative deviation (AARD, %)  

(Eq. 3.19 ) for the non-polar components in Group 1. In the case of Psat, Figure 4.1a, PR-Twu and 

RK-Twu produced lower AARD results than those from PR-Soave and RK-Soave for all the 

components in Group 1. PR-Twu and RK-Twu fitted the data with relatively low AARD values 

when predicting the properties of normal and branched alkanes. Slightly higher errors are observed 

for normal alkanes than branched alkanes due to the large quantity of heavier alkanes in the normal 

family relative to the branched family. Heavier alkanes have been reported to interact more 

strongly (a direct consequence of London dispersion forces) and tend to result in higher errors for 

the Psat (Kumar and Okuno 2012; Li and Yang 2010). If a comparison is made between the AARD 

values of cyclic alkanes and aromatics, it can be observed that RK-Twu produces lower AARD 

relative to those from PR-Twu. Among the non-polar components in Group 1, the aromatics 

showed the most significant AARD, suggesting that the PR and RK equations, regardless of the α-

function, cannot fully capture the attractive interactions exhibited by aromatic molecules. PR-Twu 

and RK-Twu fitted the Psat data in Group 1 with overall AARD values of 3.4 and 3.7%, 

respectively, and PR-Soave and RK-Soave with overall AARD values of 8.2 and 7.9%, 

respectively.  

 

In the case of ∆Hv, PR-Twu and RK-Twu generally produced lower AARD than PR-Soave and 

RK-Soave. PR-Twu and RK-Twu fitted the ∆Hv of the components in Group 1 with overall AARD 
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values of 1.5 and 1.6% relative to the values of 2.5 and 2.3% obtained from the PR-Soave and RK-

Soave, respectively. In the case of Cp
sat, PR-Twu and RK-Twu produced results that are, on 

average, six to seven times lower compared to those obtained from PR-Soave and RK-Soave, 

suggesting the Twu α-function is more suitable for the calculation of Cp
sat due to its greater 

flexibility. PR-Twu and RK-Twu fitted the Cp
sat of the components in Group 1 with overall AARD 

values of 1.0 and 1.1%, respectively, and PR-Soave and RK-Soave predicted the Cp
sat with overall 

AARD values of 7.5 and 6.2%, respectively. 
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Figure 4.1: Summary of the overall average absolute relative deviation (AARD, %) for (a) 
saturation pressure (Psat), (b) enthalpy of vaporization (∆Hv) and (c) saturated liquid heat capacity 
(Cp

sat) for the chemical families in Group 1. In each figure, families are ordered from the least 
polar (family on the far left) to the most polar (family on the far right). Alkanes, Branched and 
Cyclic refer to normal, branched, and cyclic alkanes, respectively.  

 

4.1.2 Analysis of Group 2: Polar Components 

Figure 4.2 presents the overall AARD values for the Psat (panel a), ∆Hv (panel b) and Cp
sat.  

(panel c) for the chemical families in Group 2. The chemical families in Group 2 contain polar 
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components unable to self-associate via hydrogen bonding, and they are ordered in Figure 4.2 from 

left to right in terms of increasing polarity. PR-Twu and RK-Twu produced results with lower 

AARD compared to those from PR-Soave and RK-Soave for the three properties 

(Psat, ∆Hv, and Cp
sat). In the case of Psat, PR-Twu and RK-Twu produced significantly lower AARD 

values than those from PR-Soave and RK-Soave, showing that the Twu α-function is more 

appropriate for polar components due to its flexibility. PR-Twu and RK-Twu produced 

comparatively higher AARD values for ketones, nitriles, and aldehydes (Figure 4.2a). We 

hypothesize that this was not because of their higher polarity but because of scattering in the 

experimental data; additional data is needed to evaluate these models' performance when 

evaluating ketones, nitriles, and aldehydes. PR-Twu and RK-Twu fitted the Psat of the components 

in Group 2 with overall AARD values of 5.1 and 4.6%, respectively, and PR-Soave and RK-Soave 

with AARD values of 26.5 and 26.7%, respectively. For ∆Hv and Cp
sat, PR-Twu and RK-Twu 

produce results with lower AARD than those obtained from PR-Soave and RK-Soave for all the 

families in Group 2, Figure 4.2a and b. PR-Twu and RK-Twu fitted the ∆Hv of the components in 

Group 2 with overall AARD values of 3.1 and 3.0%, respectively; they both fitted their Cp
sat with 

an overall AARD value of 1.7%. PR-Soave and RK-Soave predicted ∆Hv with overall AARD 

values of 6.7 and 7.7%, respectively, and Cp
sat with overall AARD values of 7.9 and 6.6%, 

respectively.  
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Figure 4.2: Summary of the overall average absolute relative deviation (AARD, %) for (a) 
saturation pressure (Psat), (b) enthalpy of vaporization (∆Hv) and (c) saturated liquid heat capacity 
(Cp

sat) for the chemical families in Group 2. In each figure, families are ordered from the least 
polar (family on the far left) to the most polar (family on the far right). HSCC stands for 
heterocyclic sulfur containing compounds.  
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4.1.3 Analysis of Group 3: Hydrogen-Bonding Components 

The chemical families included in Group 3 contain components that self-associate through 

hydrogen bonding. The Cp
sat of alcohols was one of the most challenging properties because PR-

Twu and RK-Twu originally produced very high deviations. The fitting approach for the Cp
sat of 

alcohols was modified to address this issue so that only Cp
sat data at a Tr below 0.5 (instead of 0.8) 

was utilized for fitting; however, the AARD was calculated for data points up to a Tr of 0.8 to 

ensure consistency with other Cp
sat, which were also evaluated up to a Tr of 0.8 Figure 4.4 presents 

the overall AARD values for Psat, ∆Hv and Cp
sat for the different chemical families in Group 3. PR-

Twu and RK-Twu predict properties with lower AARD than those from PR-Soave and RK-Soave, 

except for the Psat and ∆Hv of the carboxylic acids. This observation agrees with results reported 

by Bell et al. (Bell et al., 2018) and Le Guennec et al. (Le Guennec, Privat, et al., 2016), where 

both authors report relatively high AARD values amongst their tested databases for strongly 

associating fluids such as carboxylic acids. The errors reported by Bell et al. (Bell et al., 2018), Le 

Guennec et al. (Le Guennec, Privat, et al., 2016) and the value reported in this study further 

highlight the inadequacy of the Twu α-function for representing thermodynamic properties of 

carboxylic acids. The PR and RK CEoSail correctly model the thermodynamic properties of 

carboxylic acids because these acids form dimers (Twu et al., 1993). Figure 4.3 shows a schematic 

of the monomeric (Figure 4.3a) and dimeric units (Figure 4.3b) for acetic acid, where solid lines 

represent chemical bonds and dashed lines represent hydrogen bonding. The dimeric units 

comprise two monomers bound by two hydrogen bonds (J. A. Davies et al., 2019; M. M. Davies 

and Sutherland, 1938). Traditional CEoS do not account for dimerization, thereby not representing 

the actual thermodynamic behaviour of carboxylic acids. As a result, high errors are obtained in 

VLE calculations (Twu et al., 1993). 
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Figure 4.3: Representation of monomeric and dimeric units for acetic acid: Monomer (a) and 
dimer (b). Elements are denoted as O for oxygen, H for hydrogen, and C for carbon. Solid lines 
depict chemical bonds, while dashed lines signify hydrogen bonding. 

 

The PR-Twu model fitted the Psat, ∆Hv and Cp
sat of the components in Group 3 with overall AARD 

values of 16.1, 4.2 and 3.3%, respectively, and the RK-Twu model fitted the same three properties 

with overall AARD values of 13.7, 3.8 and 3.3%, respectively. The PR-Soave model predicted the 

Psat, ∆Hv and Cp
sat of the components in Group 3 with overall AARD values of 26.3, 6.7 %, and 

11.2%, respectively, and the RK-Soave model with overall AARD values of 23.6, 6.4 and 12.1%, 

respectively. 
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Figure 4.4: Summary of the overall average absolute relative deviation (AARD, %) for (a) 
saturation pressure (Psat), (b) enthalpy of vaporization (∆Hv) and (c) liquid heat capacity (Cp

sat) for 
the chemical families in Group 3. In each figure, families are ordered from the least polar (far left) 
to the most polar (far right). HNCC stands for heterocyclic nitrogen containing compounds. 

 

Figure 4.5 shows the Cp
sat of alcohols fitted to PR-Twu and predicted by PR-Soave. RK-Twu and 

RK-Soave were not included in Figure 4.5 because they performed similarly to PR-Twu and PR-

Soave, respectively. Ammonia and Water, also hydrogen-bonding components from Group 3, were 
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also included in Figure 4.5a and b, respectively, for comparison. Figure 4.5 shows a good 

agreement between data and fitted PR-Twu for Ammonia, Water, Methanol and Ethanol with 

AARD of 2.8, 5.8, 2.3 and 8.1, respectively. However, the quality of the fitting decreases as the 

molecular weight of the alcohol increases, as seen in Figure 4.5, with AARD ranging from 16.5% 

for pentanol to 18.7% for 1-dodecanol. In the case of PR-Soave, the AARD for Ammonia and 

Water is 3.7 and 10.7, respectively. The AARD was higher than 20% for alcohols, even for low 

molecular weight alcohols such as Methanol and Ethanol. The lower deviations found for the CEoS 

coupled with the Twu α-function result from its higher flexibility; however, the Twu α-function 

cannot capture the Cp
sat of alcohols, and neither is the Soave α-function.  

  

Figure 4.5: Heat capacity plotted against reduced temperature for alkanols, H2O and NH3: 
Symbols indicate experimental data, dashed lines represent the Peng-Robinson (PR) cubic 
equation of sate (CEoS) coupled with the Twu α-function (PR-Twu ), and solid lines denote the 
PR CEoS coupled with the Soave α-function (RK-Soave). 

 

Figure 4.6 shows the experimental and calculated ∆Hv (panel a) and Cpsat (panel b) of four 

components in Group 3. These components are butanoic acid, butanol, pyrrolidine (cyclic 

secondary amine) and diethylamine (normal secondary amine); they all have a carbon number of 
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four and are self-associated through hydrogen bonding. The ∆Hv and Cp
sat shown in Figure 4.6 

were calculated from RK-Twu and RK-Soave. PR-Twu and PR-Soave are not shown in Figure 4.6 

as their performance is comparable to RK-Twu and RK-Soave, respectively. RK-Twu and  

RK-Soave can capture the correct trends for the ∆Hv of the four components and exhibit a good 

agreement with the experimental data, Figure 4.6a. In the case of Cp
sat, Figure 4.6b, RK-Twu can 

adeptly capture the correct trends for all components except for butanol. As shown in Fig. 4.6b, 

the experimental Cp
sat capacity of butanol increases more rapidly with the temperature compared 

to the other components in Figure 4.6b. Interestingly, PR-Twu and RK-Twu can capture the Cp
sat 

of hydrogen bonding components except for normal alcohols with carbon numbers higher than 3, 

as seen in Figure 4.5 and Figure 4.6. The results of this study further indicate that the Twu α-

function is adequate, due to its flexibility, to capture the effect of hydrogen bonding on Cp
sat when 

hydrogen bonding is the most dominant intermolecular interaction, as in the case of ammonia, 

water, and low molecular weight alcohols. However, high molecular weight alcohols do not only 

self-associate through hydrogen bonding but also stronger dispersion forces arising from the 

interactions between the paraffinic chains, as suggested by Cerdeiriña et al. (Cerdeiriña et al., 

2004). The Twu α-function can not capture these dispersion forces and, consequently, is inadequate 

in predicting Cp
sat for high molecular weight alcohols.  
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Figure 4.6: (a) Vaporization enthalpy (∆Hv) vs. reduced temperature and (b) Saturated heat 
capacity (Cp

sat) vs. reduced temperature. Symbols represent experimental data. Dashed lines depict 
the Redlich-Kwong (RK) cubic equation of state (CEoS) coupled with the Twu α-function (RK-
Twu), while solid lines denote the RK CEoS coupled with the Soave α-function (RK-Soave). The 
plots include components from the carboxylic acids, alcohols, pyridines, and amines families with 
equivalent carbon chain lengths. 

  

4.2  Investigating the performance of The Redlich-Kwong and Peng-Robinson Cubic 
Equations of State 

Table 4.1 summarizes the overall AARD per Group for the three properties calculated from PR-

Twu and RK-Twu. The results in Table 4.1 suggest no significant difference between the 

performance of PR-Twu and RK-Twu in the fitting of Psat, ∆Hv and Cp
sat of pure components. A 

similar conclusion is drawn from the deviations summarized in Table 4.2. Therefore, according to 

the results in this study, the PR and RK CEoS produce similar results for pure components, with 

lower deviations observed when CEoS is coupled with the Twu α-function. The work done by 

Ghanbari et al. (Ghanbari et al., 2017) and Twu et al. (Twu et al., 1998) came to similar conclusions 

after comparing the RK and PR CEoS. The highest deviations for CEoS were found for the Psat of 

carboxylic acids in Group 3. 
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Table 4.1: Absolute Average Relative Deviation (AARD) Summary. Table details chemical Group, 
number of components (NC), and the AARD for the Peng-Robinson (PR) and Redlich-Kwong 
(RK) cubic equations of state (CEoS) coupled with the Twu α-function. PR-Twu and RK-Twu 
AARD are broken down into saturation pressure (Psat), vaporization enthalpy (∆Hv), and saturated 
liquid heat capacity (Cp

sat) AARD values. 

Chemical Group NC 
 PR-Twu 

AARD, % 

 

RK-Twu 
AARD, % 

Psat ∆Hv Cpsat Psat ∆Hv Cpsat 
Group 1 (non-polar) 53 3.4 1.5 1.1 4.4 1.8 1.0 

Group 2 (polar) 44 5.5 3.1 1.6 4.7 2.9 1.7 

Group 3 (H-bonding)  54 20.3 5.0 3.5 17.1 4.6 3.4 

Overall  151 9.7 3.2 2.1 8.7 3.1 2.0 
 

Table 4.2: Absolute Average Relative Deviation (AARD) Summary. Table details chemical Group, 
number of components (NC), and the AARD for the Peng-Robinson (PR) and Redlich-Kwong 
(RK) cubic equations of state (CEoS) coupled with the Soave α-function. PR-Soave and RK-Soave 
AARD are broken down into saturation pressure (Psat), vaporization enthalpy (∆Hv), and saturated 
liquid heat capacity (Cp

sat) AARD values. 

Chemical Group NC 
 PR-Soave 

AARD, % 
 RK-Soave 

AARD, % 
Psat ∆Hv Cpsat Psat ∆Hv Cpsat 

Group 1 (non-polar) 53 8.9 2.6 7.1 8.5 2.6 5.6 

Group 2 (polar) 44 26.3 7.0 8.2 26.6 8.0 6.8 

Group 3 (H-bonding)  54 32.2 7.7 12.1 28 7.0 13.0 

Overall  151 22.5 5.8 9.1 21.0 5.9 8.5 
 

Figure 4.7 shows experimental and calculated Cp
sat for five 6-carbon components from the three 

Groups tested in this study. The Cp
sat was calculated from PR-Twu and PR-Soave. For all the 

components included in Figure 4.7, PR-Twu can capture the correct trends and produce lower 

deviations compared to those from PR-Soave. As the polarity of the component increases, it is 

evident that PR-Twu is better suited to describe the Cp
sat than PR-Soave because of its higher 

flexibility. In the case of high molecular weight alcohols, such as hexanol in Figure 4.7, both 
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equations fail to capture the correct trend, and there is poor agreement with the experimental data. 

Similar conclusions apply to RK-Twu and RK-Soave.  

 

Figure 4.7: Saturated heat capacity (Cp
sat) vs. reduced temperature for 6-carbon components from 

alkanes, thiols, ketones, alcohols, and carboxylic acids. Symbols are experimental data; solid lines 
are the Peng-Robinson (PR) cubic equation of state (CEoS) with Twu α-function (PR-Twu), and 
dashed lines represent PR CEoS with Soave α-function (PR-Soave). 

 

4.3 Evaluating the Consistency of The Redlich-Kwong and Peng-Robinson Cubic 
Equations of State 

As discussed in Section 1.1, the consistency of the fitted Twu α-function parameters was tested by 

calculating the Waring number for the component in the Development Dataset (Table 3.1) and the 

saturated liquid speed of sound (u) for the components summarized in the Test Dataset (Table 3.2). 

The Waring number (W) results are presented first, and those for the speed of sound second. 
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Soave and RK-Soave. To help in the analysis, the ratio W/Wmin was defined as the Waring number 

divided by the minimum Waring number (Wmin) (Waring number with the lowest numerical value 

amongst the values calculated) and plotted against the reduced temperature as shown in Figure 4.8 

for selected components in Group 1 (non-polar). Note dividing by Wmin does not affect the shape 

of the trends but rather normalizes the values so that W=1 when W=Wmin, as proposed by Bell et 

al. (Bell et al., 2018). As concluded by Waring, and as seen in Figure 4.8, the Waring Number (W) 

is: 1) convex and continuous, 2) has a minimum value, and 3) produces a finite W number at the 

critical point (Tr=1). Similar trends were observed for all components in Group 2 (polar) and 3 

(hydrogen-bonding), demonstrating that the PR and RK CEoS with this study’s fitted Twu 

parameters produce qualitatively consistent behaviour as seen in Fig. 4.9 for selected alcohols 

(Panel a) and acids (Panel b) from Group 3. This trend is also observed in Fig. A.1, in Appendix 

A, for selected components in Group 2. Figure 4.8 does not show the Waring number calculated 

from PR-Twu and PR-Soave to avoid clutter. Nonetheless, these two models produced very similar 

trends as those from RK-Twu and RK-Soave shown in Figure 4.8. A similar observation applies to 

Figure 4.9.  
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Figure 4.8: The Waring Number (W)/minimum Waring Number (Wmin) is plotted against reduced 
temperature for alkanes ranging from methane to pentadecane. In plot-a, the Redlich-Kwong (RK) 
cubic equation of state (CEoS) and Twu α-function (RK-Twu) is used, and in plot-b, the RK CEoS 
is coupled with the Soave (RK-Soave) α-function. 

 

  

Figure 4.9: Two plots of the Waring Number (W) /minimum Waring Number (Wmin) against 
reduced temperature for linear alcohols (a) and carboxylic acids (b). Using Peng-Robinson (PR) 
cubic equation of state (CEoS); solid lines indicate that the PR CEoS is coupled with the Twu α-
function (PR-Twu), and dashed lines indicates that the PR CEoS was used with Soave (PR-Soave) 
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As seen in Figure 4.8 and Figure 4.9b for alkanes and carboxylic acids, respectively, the location 

of Wmin shifts to higher reduced temperatures as the molecular weight of the component increases 

regardless of the model used. However, in the case of alcohols, as seen in Figure 4.9a, the location 

of Wmin does not follow this trend when PR-Soave is used, which might be related to a potential 

inconsistency of the Soave α-function for alcohols. The nature of this inconsistency is unknown; 

however, it could be the reason behind the high deviations found for alcohol when calculating the 

Psat and ∆Hv using either the PR-Soave or RK-Soave, as shown in Figure 4.4. Interestingly, despite 

the high deviations found for the Psat and ∆Hv of carboxylic acids from PR-Twu and RK-Twu, 

Figure 4.4, the location of Wmin increases with molecular weight. This trend indicates that despite 

the high error, the shape of the Cp
sat is still thermodynamically consistent from evaluating the 

Waring number trends. 

 

4.4.1 Analysis of Saturated Liquid Speed of Sounds 

The saturated liquid speed of sound (u) for the components in the Test Dataset is summarized in  

Table 3.2 was calculated from Eq. 3.26 using parameters calculated from PR-Twu and RK-Twu. 

PR-Soave and RK-Soave were also used for calculating the u for comparison purposes. In general, 

the four models tested produce qualitatively consistent trends for the u for all the components in 

the Test Dataset, i.e., the models predict that the u of a saturated liquid decreases with temperature, 

as shown in Figure 4.10. However, as seen in Figure 4.10, the models cannot produce accurate 

results by comparing experimental data to model predictions. In addition, the models produce 

similar results regardless of the α-function, or the CEoS used, as shown in Figure 4.10a. The high 

deviations could be the result of the very well-known fact that CEoS produce wildly inaccurate 

liquid densities or volumes (Kontogeorgis and Folas, 2009; Péneloux et al., 1982; Saeed and 

Ghader, 2019; Yan et al., 2021) that are used as input for the calculation of u from Eq. 3.26. 



 

71 
 

Inaccurate liquid densities will negatively affect the predicted u quality, as Liang et al. suggested 

(Liang et al., 2012). It is essential to know that these errors do not impede the qualitative 

assessment of the speed of sound curves, which was the goal of this assessment. However, after 

observing these errors, a future evaluation of the u value using volume translation parid with the 

optimized consistent α calculated seems justified for further analysis of u predictions using CEoS.  

  

 

Figure 4.10: Comparative plots of the speed of sound (in m/s) against the Reduced Temperature. 
Plot-a contains alcohols and plot-b alkanes. For modeling: solid lines denote Peng-Robinson (PR) 
with the Twu α-function (PR-Twu); dashed lines PR with Soave α-function (PR-Soave); dash-dot-
dot lines signify Redlich-Kwong (RK) with the Twu α-function (RK-Twu); and dotted lines RK 
with Soave α-function (RK-Soave). 

 

In the case of alkanes and alcohols from Groups 1 and 3, the four models produced the highest 

deviations for components with carbon numbers below four, with lower deviations for components 

with higher carbon numbers, as seen in Figure 4.10a and b, respectively. Figure 4.10c shows 
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5 Conclusions and Recommendations 

This chapter summarizes the conclusions drawn from this study and recommendations for future 

research projects in this field. 

 

5.1 Conclusions 

In this study, the Peng-Robinson (PR) and the Redlich-Kwong (RK) cubic equations of state 

(CEoS) with α-parameter calculated from the Twu α-function (Eq. 3.4) were fitted to saturation 

pressure (Psat), enthalpy of vaporization (∆Hv) and saturated liquid heat capacity (Cp
sat) of 151 pure 

components. The pure components were classified according to intermolecular interaction into 

three groups: Group 1, containing 53 non-polar components; Group 2, containing 44 polar 

components; and Group 3, Containing 54 hydrogen-bonding components. For comparison 

purposes, the Psat, ∆Hv, and Cp
sat of all the components in the dataset were predicted using the PR 

and RK CEoS with α-parameter calculated from the updated Soave correlation (Eq. 2.26 and Eq. 

2.27) proposed by Pina-Martinez et al. (Pina-Martinez et al., 2019b). Most of the experimental 

data were collected from the NIST database (NIST, 2017), with some components utilizing 

supplementary ∆Hv and Cp
sat data from the databases compiled by Zábranský et al (Zábranský et 

al., 1996) and Acree and Chickos (Acree and Chickos, 2010). All the data utilized from these 

databases were measured experimentally rather than generated through correlations (pseudo-

experimental). Before being used in this study, the data were screened using a quantile regression 

algorithm implemented in MATLABTM that detected and eliminated any outliers that could affect 

the quality of the fitting procedure. A flash algorithm for the calculation of Psat, ∆Hv and Cp
sat, as 

well as a constrained optimization routine for fitting the CEoS to data, was developed in this study 

using MATLABTM. The optimization algorithm was constrained to ensure the fitted Twu α-
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function parameters satisfied the thermodynamic consistency requirements proposed by  

Le Guenec et al. (Le Guennec et al., 2016) and presented in Eq. 2.28 to 2.31. The four models 

used in this study were PR-Twu, PR-Soave, RK-Twu, and RK-Soave, referring to the CEoS and 

the α-function used, respectively. 

 

In general, PR-Twu and RK-Twu fitted the Psat, ∆Hv, and saturated Cp
sat of all the components in 

the dataset with significantly lower deviations than those obtained from PR-Soave and RK-Soave. 

Comparing the overall average absolute relative deviations (AARD, %) between PR-Twu and RK-

Twu, both models perform with similar accuracy for the three thermodynamic properties tested in 

this study. Consequently, there is no advantage of one model over the other. A similar observation 

is applicable when comparing PR-Soave and RK-Soave according to the results presented in this 

study. The Twu was found to produce more accurate results than the Soave α-function. When 

comparing the deviations for Cp
sat, it is evident that the Twu α-function produces significantly more 

accurate results than those from the Soave α-function for all the components tested in this study. 

The improved accuracy is due to the higher flexibility of the Twu α-function arising from its three-

adjustable parameters. However, in the case of the carboxylic acids in Group 3, both α-function 

produced very high deviation for Psat and ∆Hv of carboxylic acids. This result indicates that the 

Twu α-function is not adequate for carboxylic acids. PR-Twu fitted the Psat, ∆Hv, and Cp
sat of all 

the components in the dataset with overall AARD values of 9.7, 3.2 and 2.1%, respectively, and 

RK-Twu fitted the same three properties with overall AARD values of 8.7, 3.1 and 2.0%, 

respectively. PR-Soave predicted the Psat, ∆Hv, and Cp
sat of all the components in the dataset with 

overall AARD values of 22.5, 5.8 and 9.1%, respectively, and RK-Soave predicted the same three 

properties with overall AARD values of 21.0, 5.9 and 8.5%, respectively. 
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The fitted Twu α-function parameters were subjected to two additional checks to assess their 

consistency for calculating derivative properties. The first check was calculating the Waring 

number (W), a qualitative test related to the Clapeyron equation. The second check predicted the 

u, which depends on the second derivative of the CEoS. The calculated W for all the components 

in the dataset was plotted against the reduced temperature, and the resulting trends produced the 

qualitative correct behaviour: 1) convex and continuous, 2) have a minimum value, and 3) produce 

a finite W number at the critical point. It was found that the location of the minimum value of the 

W shifted to higher reduced temperatures as the molecular weight of the component increased 

when the Twu α-function was used. This trend with the increasing molecular weight was also 

observed when the Soave α-function was used for all the components in the dataset except for 

alcohols. This result could indicate that the Soave α-function may not be appropriate for alcohols. 

The u was predicted for 90 components grouped in the Test Dataset. The four models tested in this 

study (PR-Twu, RK-Twu, PR-Soave, and RK-Soave) produced results with similar deviations and 

reproduced the qualitative correct trends. However, the accuracy of the results is inadequate for all 

models because of the very well-known fact that cubic equations of state produce wildly inaccurate 

liquid densities or molar volumes (Kontogeorgis and Folas, 2009; Péneloux et al., 1982; Saeed 

and Ghader, 2019; Yan et al., 2021), that are used as input for the calculation of the u (Eq. 3.26). 

The highest deviations were found for carboxylic acids, indicating some inadequacies of CEoS to 

predict accurate liquid densities for these highly associated fluids. 
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5.2 Recommendations 

The recommendations for future studies are as follows: 

1. The evaluation of the saturated liquid speed of sound (u) faced challenges due to the 

selected models' shortcomings in accurately predicting liquid densities. This discovery 

highlights the need to reevaluate the use of volume-translated variations of the CEoS being 

examined. 

 

2. The potential inconsistencies found for the Waring number of alcohols calculated from PR-

Soave and RK-Soave need to be further investigated to shed light on the applicability of 

these two models for predicting the phase behaviour of alcohols. It is then required to 

examine other derivative properties in the subcritical, critical, and supercritical regions to 

determine if these potential inconsistencies affect the calculation of the thermophysical 

properties of alcohols. 

 

3.  Analysis of the Waring Number indicates potential discrepancies in the Psat curve. These 

discrepancies suggest that the imposed constraints might be inadequate to ensure consistent 

Psat curves, implying that further model refinement might be required to achieve the desired 

consistency. 

 

4. An immediate and logical extension of this research would be to explore the supercritical 

region. Such an endeavour would present a more stringent assessment of thermodynamic 

consistency, especially considering the potential challenges of extrapolating from the 

subcritical to the supercritical domain. 
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5.  Further advancing this research would involve a detailed examination of mixtures and 

their properties in the subcritical domain, utilizing the α-parameters and approaches 

established in this investigation. 
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Appendix  

Appendix A- Plots of the speed of sound for selected components in Group 2 

 

Figure A.1: Plots of the speed of sound (u) against reduced temperature for linear Ketones. Plot 
(a) utilizes the Peng-Robinson equation with the Twu α-function (PR-Twu), while Plot (b) employs 
the Soave α-function (PR-Soave). Experimental data is represented by symbols, model predictions 
are depicted using lines, and Mw is the molecular weight.
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Appendix B1- Inputs for CEoS 
Table B1.1: Inputs for Group 1 Non-Polar components, where A, B, C, D, E are constants for the ideal heat capacity (Eq. 3.17). 

Component CAS Mw, g/mol Family 𝜔 Tc, K Pc, kPa ACp BCp CCp DCp ECp 

methane 74-82-8 16.043 Alkanes 0.0120 190.56 4599 3.4942E+01 -3.9957E-02 1.9184E-04 -1.5300E-07 3.9321E-11 

ethane 74-84-0 30.070 Alkanes 0.1000 305.32 4872 2.8146E+01 4.3447E-02 1.8946E-04 -1.9080E-07 5.3349E-11 

propane 74-98-6 44.097 Alkanes 0.1520 369.83 4248 2.8277E+01 1.1600E-01 1.9597E-04 -2.3270E-07 6.8669E-11 

butane 106-97-8 58.123 Alkanes 0.2000 425.12 3796 2.0056E+01 2.8153E-01 -1.3143E-05 -9.4570E-08 3.4149E-11 

pentane 109-66-0 72.150 Alkanes 0.2520 469.70 3370 2.6671E+01 3.2324E-01 4.2820E-05 -1.6640E-07 5.6036E-11 

hexane 110-54-3 86.177 Alkanes 0.3010 507.60 3025 2.5924E+01 4.1927E-01 -1.2491E-05 -1.5920E-07 5.8784E-11 

heptane 142-82-5 100.204 Alkanes 0.3500 540.20 2740 2.6984E+01 5.0387E-01 -4.4748E-05 -1.6840E-07 6.5183E-11 

octane 111-65-9 114.231 Alkanes 0.4000 568.70 2490 2.9053E+01 5.8016E-01 -5.7103E-05 -1.9550E-07 7.6614E-11 

nonane 111-84-2 128.258 Alkanes 0.4440 594.60 2290 2.9687E+01 6.6821E-01 -9.6492E-05 -2.0010E-07 8.2200E-11 

decane 124-18-5 142.285 Alkanes 0.4920 617.70 2110 3.1780E+01 7.4489E-01 -1.0945E-04 -2.2670E-07 9.3458E-11 

undecane 1120-21-4 156.312 Alkanes 0.5300 639.00 1950 1.2521E+02 3.1401E-01 7.9137E-04 -9.1410E-07 2.7568E-10 

dodecane 112-40-3 170.338 Alkanes 0.5760 658.00 1820 7.1498E+01 7.2559E-01 1.1553E-04 -4.1200E-07 1.4141E-10 

tridecane 629-50-5 184.365 Alkanes 0.6170 675.00 1680 1.1040E+02 5.3321E-01 7.3984E-04 -1.0210E-06 3.2423E-10 

tetradecane 629-59-4 198.392 Alkanes 0.6430 693.00 1570 1.1550E+02 6.0882E-01 6.8043E-04 -9.7090E-07 3.0756E-10 

pentadecane 629-62-9 212.419 Alkanes 0.6860 708.00 1480 1.2465E+02 6.2706E-01 8.3164E-04 -1.1690E-06 3.7326E-10 

hexadecane 544-76-3 226.446 Alkanes 0.7170 723.00 1400 1.3175E+02 6.7397E-01 8.7770E-04 -1.2430E-06 3.9785E-10 

benzene 71-43-2 78.114 Aromatics 0.2100 562.05 4895 -3.1368E+01 4.7460E-01 -3.1137E-04 8.5240E-08 -5.0524E-12 

toluene 108-88-3 92.141 Aromatics 0.2640 591.75 4108 -2.4097E+01 5.2187E-01 -2.9827E-04 6.1220E-08 1.2576E-12 

ethylbenzene 100-41-4 106.167 Aromatics 0.3040 617.15 3609 -2.0527E+01 5.9578E-01 -3.0849E-04 3.5620E-08 1.2409E-11 

o-xylene 95-47-6 106.167 Aromatics 0.3100 630.30 3732 1.8200E-01 5.1344E-01 -2.0212E-04 -2.1610E-08 2.3212E-11 

propylbenzene 103-65-1 120.194 Aromatics 0.3440 638.35 3200 -1.0933E+01 6.4349E-01 -2.7829E-04 -1.4430E-08 2.8143E-11 

naphthalene 91-20-3 128.174 Aromatics 0.3020 748.40 4050 6.7099E+01 4.3239E-02 9.1740E-04 -1.0020E-06 3.0896E-10 

n-butylbenzene 104-51-8 134.221 Aromatics 0.3940 660.50 2890 2.6627E+01 5.3108E-01 3.7958E-05 -2.7950E-07 1.0200E-10 

2-methylnaphthalene 91-57-6 142.200 Aromatics 0.3780 761.00 3500 -8.9900E-01 6.1854E-01 -1.8095E-04 -1.1450E-07 5.9208E-11 
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Component CAS Mw, g/mol Family 𝜔 Tc, K Pc, kPa ACp BCp CCp DCp ECp 

Acenaphthene 83-32-9 154.211 Aromatics 0.4750 803.15 2976 -6.1063E+01 9.6388E-01 -7.2100E-04 2.6230E-07 -3.6857E-11 

1,8-dimethylnaphthalene 569-41-5 156.227 Aromatics 0.3950 792.00 3100 -4.4770E+01 9.4224E-01 -6.6284E-04 1.8840E-07 0.0000E+00 

2,7-dimethylnaphthalene 582-16-1 156.227 Aromatics 0.4840 794.22 2914 -4.9867E+01 1.0029E+00 -7.9843E-04 3.3600E-07 -5.8987E-11 

n-hexylbenzene 1077-16-3 162.275 Aromatics 0.5080 723.61 2305 3.9655E+01 6.4328E-01 6.6681E-05 -3.5560E-07 1.2779E-10 

diphenylmethane 101-81-5 168.238 Aromatics 0.4820 760.00 2710 -1.0030E+02 1.2250E+00 -1.0670E-03 4.8040E-07 -8.7845E-11 

isopentane 78-78-4 72.150 Branched 0.2280 460.40 3380 -8.8100E-01 4.7498E-01 -2.4797E-04 6.7510E-08 -8.5343E-12 

3-methylpentane 96-14-0 86.177 Branched 0.2740 504.43 3124 -7.1230E+00 5.8327E-01 -3.0338E-04 6.8020E-08 -3.9778E-12 

2,3-dimethylpentane 565-59-3 100.204 Branched 0.2960 537.30 2910 3.8654E+01 3.7259E-01 2.7632E-04 -4.3150E-07 1.3811E-10 

3-methylhexane 589-34-4 100.204 Branched 0.3200 535.20 2810 -1.2841E+01 7.1358E-01 -4.2021E-04 1.2000E-07 -1.2906E-11 

2-methylhexane 591-76-4 100.204 Branched 0.3280 530.40 2740 -3.2490E+00 6.6625E-01 -3.3836E-04 6.0490E-08 2.5385E-12 

4-methylheptane 589-53-7 114.231 Branched 0.3710 561.74 2542 -1.7581E+01 8.3526E-01 -5.1418E-04 1.5100E-07 -1.5855E-11 

2-methylheptane 592-27-8 114.231 Branched 0.3770 559.64 2484 -3.3670E+00 7.5824E-01 -3.8216E-04 5.7360E-08 8.0178E-12 

cyclopropane 75-19-4 42.081 Cyclic 0.1270 397.91 5495 2.1172E+01 6.3106E-02 2.9197E-04 -3.2710E-07 9.9730E-11 

spiropentane 157-40-4 68.119 Cyclic 0.2300 499.74 4819 -4.1488E+01 5.3877E-01 -3.8261E-04 1.0920E-07 0.0000E+00 

cyclohexane 110-82-7 84.161 Cyclic 0.2080 553.80 4080 1.3783E+01 2.0742E-01 5.3682E-04 -6.3010E-07 1.8988E-10 

methylcyclopentane 96-37-7 84.161 Cyclic 0.2300 532.79 3785 -9.9390E+00 4.2528E-01 1.2521E-05 -1.8860E-07 6.4751E-11 

methylcyclohexane 108-87-2 98.188 Cyclic 0.2360 572.10 3480 4.2960E+00 4.2716E-01 2.1058E-04 -3.9990E-07 1.3121E-10 

ethylcyclopentane 1640-89-7 98.188 Cyclic 0.2700 569.50 3400 -2.8514E+01 5.7607E-01 -9.4379E-05 -1.6440E-07 6.9435E-11 

cycloheptane 291-64-5 98.188 Cyclic 0.2410 604.20 3820 9.4470E+00 3.5261E-01 3.7699E-04 -5.3870E-07 1.6956E-10 

propylcyclopentane 2040-96-2 112.215 Cyclic 0.3440 591.80 2966 -5.1866E+01 7.8827E-01 -3.5255E-04 -6.8550E-09 3.1314E-11 

propylcyclohexane 1678-92-8 126.242 Cyclic 0.3740 623.48 2613 2.5567E+01 5.2828E-01 2.3719E-04 -4.6760E-07 1.5413E-10 

butylcyclopentane 2040-95-1 126.242 Cyclic 0.3740 618.48 2677 -1.1673E+02 1.3097E+00 -1.2439E-03 5.2920E-07 0.0000E+00 

butylcyclohexane 1678-93-9 140.269 Cyclic 0.4170 648.16 2453 9.0421E+01 2.3264E-01 9.4595E-04 -1.0570E-06 3.1928E-10 
 



 

90 
 

Table B1.2: Inputs for Group 2 Polar components, where A, B, C, D, E are constants for the ideal heat capacity (Eq. 3.17). 

Component CAS Mw, g/mol Family 𝜔 Tc, K Pc, kPa ACp BCp CCp DCp ECp 
propanal 123-38-6 58.080 Aldehydes 0.2560 504.40 5516 5.8911E+01 4.8385E-03 3.3514E-04 -3.0510E-07 8.3305E-11 
butanal 123-72-8 72.107 Aldehydes 0.2770 537.20 4320 6.4374E+01 6.4776E-02 3.5143E-04 -3.5370E-07 1.0082E-10 
hexanal 66-25-1 100.161 Aldehydes 0.3870 591.00 3460 7.1773E+01 2.0294E-01 3.4761E-04 -4.1610E-07 1.2259E-10 
benzaldehyde 100-52-7 106.124 Aldehydes 0.5640 695.00 4508 -8.9000E-01 4.4758E-01 -1.8566E-04 -3.6200E-08 3.1110E-11 
thietane 287-27-4 74.147 HSCC 0.2180 602.00 6108 -1.9537E+01 3.6008E-01 -2.2545E-04 5.4990E-08 0.0000E+00 
dimethyl sulfoxide 67-68-5 78.135 HSCC 0.4010 729.00 6987 2.7816E+01 2.4839E-01 -1.3176E-04 2.3840E-08 1.6501E-12 
thiophene 110-02-1 84.142 HSCC 0.1970 579.35 5690 2.2037E+01 1.2481E-01 2.4505E-04 -3.3890E-07 1.1175E-10 
tetrahydrothiophene 110-01-0 88.174 HSCC 0.2570 632.00 5520 -6.1610E+00 3.7746E-01 -1.3544E-04 -3.9010E-08 2.5996E-11 
2-methylthiophene 554-14-3 98.169 HSCC 0.2820 606.20 4691 -1.9124E+01 4.7660E-01 -3.3969E-04 9.6830E-08 0.0000E+00 
3-methylthiophene 616-44-4 98.169 HSCC 0.2820 610.80 4738 -2.3147E+01 4.9802E-01 -3.7681E-04 1.1370E-07 0.0000E+00 
thiane 1613-51-0 102.200 HSCC 0.2910 661.07 4662 -5.2045E+01 6.3212E-01 -3.3873E-04 6.1030E-08 0.0000E+00 
2-methyltetrahydrothiophene 1795-09-1 102.200 HSCC 0.2910 661.07 4488 -4.0320E+01 6.2493E-01 -3.9430E-04 9.6600E-08 0.0000E+00 
benzothiophene 95-15-8 134.202 HSCC 0.3600 754.00 4435 -4.7900E+01 8.1457E-01 -8.0881E-04 4.1420E-07 -8.5298E-11 
acetone 67-64-1 58.080 Ketones 0.3060 508.20 4702 3.5918E+01 9.3896E-02 1.8730E-04 -2.1640E-07 6.3174E-11 
butanone 78-93-3 72.107 Ketones 0.3240 535.50 4154 3.7369E+01 2.3045E-01 5.7387E-06 -8.8170E-08 2.9637E-11 
cyclopentanone 120-92-3 84.118 Ketones 0.2880 624.50 4600 -2.9270E+01 5.0540E-01 -3.4447E-04 1.3120E-07 -2.6198E-11 
4-butanolide 96-48-0 86.090 Ketones 0.4510 739.00 6008 2.2370E+01 1.7297E-01 2.4826E-04 -3.3530E-07 1.0555E-10 
2-pentanone 107-87-9 86.134 Ketones 0.3430 561.08 3694 4.2356E+01 2.7425E-01 6.3786E-05 -1.6870E-07 5.5342E-11 
3-pentanone 96-22-0 86.134 Ketones 0.3450 560.90 3740 4.9800E+01 2.6897E-01 5.0669E-05 -1.5230E-07 4.9510E-11 
1,3-dioxolan-2-one 96-49-1 88.063 Ketones 0.4630 806.00 8975 -4.2285E+00 3.2157E-01 -7.6693E-05 -1.4810E-07 8.7872E-11 
cyclohexanone 108-94-1 98.145 Ketones 0.3060 664.30 4600 -1.2337E+01 4.0837E-01 1.0597E-04 -2.9620E-07 1.0088E-10 
3-Penten-2-one, 4-methyl- 141-79-7 98.145 Ketones 0.5210 600.00 3587 1.6062E+01 5.8779E-01 -6.0312E-04 4.4460E-07 -1.4943E-10 
methyl isobutyl ketone 108-10-1 100.161 Ketones 0.3560 574.60 3270 2.4040E+00 5.8495E-01 -3.7647E-04 1.2420E-07 -1.7051E-11 
3-hexanone 589-38-8 100.161 Ketones 0.3800 582.82 3320 7.3031E+01 2.2148E-01 2.7912E-04 -3.6880E-07 1.1286E-10 
2-hexanone 591-78-6 100.161 Ketones 0.3850 587.61 3287 4.5050E+01 3.5513E-01 4.8896E-05 -1.9810E-07 6.4005E-11 
4-heptanone 123-19-3 114.188 Ketones 0.6060 602.00 2886 3.8840E+00 6.4084E-01 -3.3830E-04 6.3060E-08 0.0000E+00 
2-octanone 111-13-7 128.214 Ketones 0.6730 632.70 2603 8.1259E+01 3.2148E-01 3.8818E-04 -5.4650E-07 1.7288E-10 
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Component CAS Mw, g/mol Family 𝜔 Tc, K Pc, kPa ACp BCp CCp DCp ECp 
2,6-Dimethyl-4-heptanone 108-83-8 142.241 Ketones 0.7350 653.74 2290 -1.4330E+00 8.8406E-01 -5.7459E-04 1.9430E-07 -2.8451E-11 
benzophenone 119-61-9 182.222 Ketones 0.8920 830.00 2795 -7.5275E+01 1.0612E+00 -7.8307E-04 2.7120E-07 -3.4873E-11 
cyanogen 460-19-5 52.036 Nitriles 0.2790 400.15 5980 2.2445E+01 1.6837E-01 -2.3212E-04 1.5780E-07 -4.0479E-11 
acetonitrile 107-13-1 53.064 Nitriles 0.3500 540.00 4660 1.8425E+01 1.8336E-01 -1.0072E-04 1.8750E-08 9.1114E-13 
propionitrile 107-12-0 55.080 Nitriles 0.2660 564.40 6180 1.7618E+01 2.2119E-01 -1.0707E-04 1.7350E-08 1.0610E-12 
butyronitrile 109-74-0 69.107 Nitriles 0.3710 582.35 3790 1.4849E+01 3.4077E-01 -2.0780E-04 6.2990E-08 -7.5521E-12 
trimethylacetonitrile 630-18-2 83.133 Nitriles 0.3530 632.96 4011 -9.1300E+00 5.3946E-01 -3.8900E-04 1.1390E-07 0.0000E+00 
benzonitrile 100-47-0 103.124 Nitriles 0.3660 699.35 4215 -2.6240E+00 4.5843E-01 -2.6757E-04 4.3710E-08 7.3182E-12 
pyridine 110-86-1 79.102 Pyridines 0.2390 619.95 5630 2.3262E+01 1.1251E-01 3.7351E-04 -4.5400E-07 1.4286E-10 
4-methylpyridine 108-89-4 93.129 Pyridines 0.3010 646.15 4660 -1.8170E+01 4.7450E-01 -2.4996E-04 3.0280E-08 9.4921E-12 
3-methylpyridine 108-99-6 93.129 Pyridines 0.3790 645.00 4371 -1.6136E+01 4.6342E-01 -2.2923E-04 1.6540E-08 1.2749E-11 
2-methylpyridine 109-06-8 93.129 Pyridines 0.2990 621.00 4600 -1.7819E+01 4.7591E-01 -2.5380E-04 3.3280E-08 8.7218E-12 
2,4-dimethylpyridine 108-47-4 107.155 Pyridines 0.4130 647.00 3529 -1.3020E+01 5.6420E-01 -3.3042E-04 7.4500E-08 0.0000E+00 
2,6-dimethylpyridine 108-48-5 107.155 Pyridines 0.4130 623.75 3360 -1.2959E+01 5.3389E-01 -2.5211E-04 1.2260E-08 1.5481E-11 
3,4-dimethylpyridine 583-58-4 107.155 Pyridines 0.4130 683.80 3858 -1.3020E+01 5.6420E-01 -3.3042E-04 7.4500E-08 0.0000E+00 
2,3-dimethylpyridine 583-61-9 107.155 Pyridines 0.4130 655.40 3642 -1.3020E+01 5.6420E-01 -3.3042E-04 7.4500E-08 0.0000E+00 
2,5-dimethylpyridine 589-93-5 107.155 Pyridines 0.4130 644.20 3501 -1.3020E+01 5.6420E-01 -3.3042E-04 7.4500E-08 0.0000E+00 
3,5-dimethylpyridine 591-22-0 107.155 Pyridines 0.4130 667.20 3687 -1.3020E+01 5.6420E-01 -3.3042E-04 7.4500E-08 0.0000E+00 
isoquinoline 119-65-3 129.162 Pyridines 0.4600 803.15 4384 -1.8255E+01 5.8698E-01 -2.5163E-04 -4.1650E-08 3.9647E-11 
methanethiol 74-93-1 48.109 Thiols 0.1580 469.95 7230 4.0307E+01 -3.6753E-03 1.8400E-04 -1.7600E-07 5.0137E-11 
propyl mercaptan 107-03-9 76.163 Thiols 0.2240 536.60 4591 3.7035E+01 1.9064E-01 7.2562E-05 -1.4440E-07 4.6182E-11 
2-propanethiol 75-33-2 76.163 Thiols 0.2240 535.32 4403 3.1652E+01 2.2715E-01 1.2837E-05 -1.0470E-07 3.6662E-11 
1-butanethiol 109-79-5 90.189 Thiols 0.2620 570.10 3919 4.6393E+01 2.2674E-01 1.2687E-04 -1.9440E-07 5.8247E-11 
1-propanethiol, 2-methyl- 513-44-0 90.189 Thiols 0.2620 563.95 3838 3.7177E+01 2.8839E-01 1.8512E-05 -1.3850E-07 4.8919E-11 
2-butanethiol 513-53-1 90.189 Thiols 0.2620 563.95 3810 4.1398E+01 2.6634E-01 5.7961E-05 -1.6130E-07 5.3327E-11 
2-propanethiol, 2-methyl- 75-66-1 90.189 Thiols 0.2620 563.95 3644 3.0326E+01 3.3585E-01 -5.0433E-05 -9.9820E-08 4.0942E-11 
cyclopentanethiol 1679-07-8 102.200 Thiols 0.2910 629.00 4327 -3.6386E+01 5.8174E-01 -3.5459E-04 8.4630E-08 0.0000E+00 
1-pentanethiol 110-66-7 104.216 Thiols 0.2960 589.61 3353 1.9604E+01 4.6839E-01 -2.0875E-04 4.3240E-08 -7.5836E-12 
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Component CAS Mw, g/mol Family 𝜔 Tc, K Pc, kPa ACp BCp CCp DCp ECp 
2-butanethiol, 2-methyl- 1679-09-0 104.216 Thiols 0.2960 589.61 3272 3.4700E+00 5.6358E-01 -3.3987E-04 7.9360E-08 0.0000E+00 
1-butanethiol, 3-methyl- 541-31-1 104.216 Thiols 0.2960 589.61 3322 1.1552E+01 5.1204E-01 -2.7380E-04 5.3400E-08 0.0000E+00 
benzenethiol 108-98-5 110.180 Thiols 0.3100 689.50 4898 -5.2590E+00 4.4764E-01 -2.3973E-04 2.2700E-08 1.2746E-11 
1-hexanethiol 111-31-9 118.243 Thiols 0.3270 612.95 2940 5.6097E+01 3.5459E-01 1.3831E-04 -2.6780E-07 8.5007E-11 
1-heptanethiol 1639-09-4 132.270 Thiols 0.3560 634.43 2621 5.9314E+01 4.3814E-01 8.8964E-05 -2.6170E-07 8.7398E-11 

 

Table B1.3: Inputs for Group 3 Hydrogen bonding components, where A, B, C, D, E are constants for the ideal heat capacity ( Eq. 3.17). 

Component CAS Mw, g/mol Family 𝜔 Tc, K Pc, kPa ACp BCp CCp DCp ECp 
methanol 67-56-1 32.042 Alcohols 0.5640 512.64 8097 4.0046E+01 -3.8287E-02 2.4529E-04 -2.1680E-07 5.9909E-11 
ethanol 64-17-5 46.069 Alcohols 0.6450 513.92 6148 2.7091E+01 1.1055E-01 1.0957E-04 -1.5050E-07 4.6601E-11 
isopropyl alcohol 67-63-0 60.096 Alcohols 0.6690 508.31 4764 2.5535E+01 2.1203E-01 5.3492E-05 -1.4730E-07 4.9406E-11 
1-butanol 71-36-3 74.123 Alcohols 0.5940 563.05 4423 8.1570E+00 4.1032E-01 -2.2645E-04 6.0370E-08 -6.2802E-12 
1-pentanol 71-41-0 88.150 Alcohols 0.5730 588.10 3897 9.1750E+00 4.7662E-01 -1.9542E-04 -1.3990E-08 2.0685E-11 
cyclohexanol 108-93-0 100.161 Alcohols 0.3690 650.10 4260 1.7124E+01 3.3700E-01 2.8176E-04 -4.2710E-07 1.3215E-10 
1-hexanol 111-27-3 102.177 Alcohols 0.5760 610.30 3417 1.0719E+01 5.5767E-01 -2.1818E-04 -3.2300E-08 2.9769E-11 
1-heptanol 111-70-6 116.203 Alcohols 0.5670 632.60 3058 1.1810E+01 6.4236E-01 -2.4939E-04 -4.3650E-08 3.7035E-11 
1-octanol 111-87-5 130.230 Alcohols 0.5830 652.50 2777 1.3196E+01 7.2493E-01 -2.7623E-04 -5.8380E-08 4.5179E-11 
1-decanol 112-30-1 158.284 Alcohols 0.6220 687.30 2315 1.5733E+01 8.9157E-01 -3.3219E-04 -8.6680E-08 6.1276E-11 
1-dodecanol 112-53-8 186.338 Alcohols 0.6660 719.40 1994 1.7965E+01 1.0602E+00 -3.9244E-04 -1.1140E-07 7.6380E-11 
ammonia 7664-41-7 17.031 H2O/NH3 0.2570 405.40 11353 2.7198E+01 2.2199E-02 2.6395E-05 -2.6421E-08 7.1481E-12 
water 7732-18-5 18.015 H2O/NH3 0.3449 647.00 22064 3.3933E+01 -6.4200E-03 2.9900E-05 -1.7800E-08 3.6900E-12 
methylamine 74-89-5 31.058 Amines 0.2810 430.05 7460 4.0039E+01 -1.5108E-02 2.5012E-04 -2.3340E-07 6.5582E-11 
dimethylamine 124-40-3 45.085 Amines 0.2270 437.20 5712 3.0638E+01 1.0737E-01 1.5824E-04 -1.9420E-07 5.8509E-11 
propylamine 107-10-8 59.111 Amines 0.2800 496.95 4740 7.6370E+00 3.3741E-01 -1.6070E-04 2.3840E-08 2.3647E-12 
isopropylamine 75-31-0 59.111 Amines 0.2760 471.85 4540 -4.7580E+00 4.0947E-01 -2.8998E-04 1.1550E-07 -2.0187E-11 
trimethylamine 75-50-3 59.111 Amines 0.2090 433.25 4073 2.6377E+01 2.1496E-01 1.0135E-04 -1.8840E-07 5.9860E-11 
ethylenediamine 107-15-3 60.100 Amines 0.2830 593.00 5115 1.0429E+01 3.2490E-01 -1.9912E-04 6.3560E-08 -8.7124E-12 
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diethylamine 109-89-7 73.138 Amines 0.3040 496.60 3710 4.0851E+01 2.3495E-01 1.6164E-04 -2.5270E-07 7.9398E-11 
1,2-diaminopropane 78-90-0 74.126 Amines 0.3280 585.03 4143 3.6120E+00 4.5467E-01 -3.0830E-04 1.1190E-07 -1.7969E-11 
amylamine 110-58-7 87.165 Amines 0.3640 557.66 3728 6.6030E+00 5.2073E-01 -2.5708E-04 3.9760E-08 3.5264E-12 
triethylamine 121-44-8 101.192 Amines 0.3160 535.15 3040 5.5793E+01 3.3337E-01 2.2077E-04 -3.4940E-07 1.0838E-10 
acetic acid 64-19-7 60.053 Acids 0.4670 591.95 5786 3.4850E+01 3.7626E-02 2.8311E-04 -3.0770E-07 9.2646E-11 
butyric acid 107-92-6 88.106 Acids 0.6810 615.70 4064 1.4368E+01 3.9591E-01 -1.8906E-04 -7.6460E-09 2.0812E-11 
isobutyric acid 79-31-2 88.106 Acids 0.6140 605.00 3700 -3.2990E+01 5.9238E-01 -5.0629E-04 2.0790E-07 -2.4372E-11 
Pentanoic acid 109-52-4 102.133 Acids 0.6980 639.16 3572 -1.2596E+01 6.5474E-01 -5.8609E-04 2.8900E-07 -5.8646E-11 
3-methylbutanoic acid 503-74-2 102.133 Acids 0.6820 629.09 3688 -5.8030E+00 5.9939E-01 -4.6602E-04 1.9710E-07 -3.6253E-11 
hexanoic acid 142-62-1 116.160 Acids 0.7300 660.20 3380 -9.5590E+00 7.4029E-01 -6.6784E-04 3.7710E-07 -1.0030E-10 
heptanoic acid 111-14-8 130.187 Acids 0.7560 677.30 3043 1.1779E+01 6.9196E-01 -4.1039E-04 1.1270E-07 -1.5295E-11 
octanoic acid 124-07-2 144.214 Acids 0.7710 694.26 2779 -2.0242E+01 9.9093E-01 -9.2370E-04 5.5030E-07 -1.5434E-10 
n-decanoic acid 334-48-5 172.268 Acids 0.8060 722.10 2250 1.6364E+01 9.3012E-01 -4.7163E-04 5.8800E-08 1.1477E-11 
undecanoic acid 112-37-8 186.294 Acids 0.9070 749.70 1922 -2.5110E+00 1.0996E+00 -6.4720E-04 1.4770E-07 0.0000E+00 
dodecanoic acid 143-07-7 200.321 Acids 0.9560 765.55 1733 -4.2950E+00 1.2373E+00 -8.2209E-04 2.7680E-07 -3.8871E-11 
pyrrole 109-97-7 67.091 HNCC 0.3060 639.75 6746 -7.6800E+00 3.1201E-01 -1.1806E-04 -2.7910E-08 2.1314E-11 
pyrrolidine 123-75-1 71.122 HNCC 0.2670 568.55 5610 -8.8020E+00 3.1151E-01 6.6087E-05 -2.0530E-07 7.1304E-11 
piperidine 110-89-4 85.149 HNCC 0.2430 594.10 4656 -5.3313E+01 7.5541E-01 -5.6470E-04 1.6630E-07 -1.0457E-11 
2,4,6-trimethylpyridine 108-75-8 121.182 HNCC 0.4430 689.11 3127 -4.4959E+01 7.5625E-01 -4.7616E-04 1.2070E-07 -5.5157E-12 
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Appendix B2- Fitted Twu Parameter and calculated Absolute Average Relative Deviations (AARD) 
Table B2.1: Fitted Twu Parameter, and Absolute Average Relative Deviations (AARD) For the Twu and Soave α-Functions with the 
Peng-Robinson Cubic Equation of state, For Group 1 Non-Polar Components. 

Component CAS MW, g/mol Family α1 α2 α3 
Twu AARD, % Soave AARD, % 

Psat ∆Hv Cpsat Psat ∆Hv Cpsat 
methane 74-82-8 16.043 Alkanes -0.1674 0.1493 1.6508 0.81 1.89 1.97 2.46 3.09 3.61 
ethane 74-84-0 30.070 Alkanes -0.1309 0.4173 0.9301 5.89 4.87 2.02 7.12 4.64 6.05 
propane 74-98-6 44.097 Alkanes -0.1235 0.5279 0.8959 3.22 1.83 2.58 4.12 1.78 5.48 
butane 106-97-8 58.123 Alkanes -0.2472 0.3168 1.3424 1.98 1.32 0.99 2.88 1.92 7.19 
pentane 109-66-0 72.150 Alkanes -0.2333 0.4354 1.1497 1.85 1.04 1.27 3.56 1.26 5.87 
hexane 110-54-3 86.177 Alkanes -0.2973 0.3488 1.4892 0.95 0.93 0.62 1.95 1.27 4.35 
heptane 142-82-5 100.204 Alkanes -0.2888 0.4508 1.2856 1.21 0.74 1.00 1.73 0.71 6.72 
octane 111-65-9 114.231 Alkanes -0.3183 0.4310 1.4620 1.01 0.94 1.12 1.67 1.25 5.09 
nonane 111-84-2 128.258 Alkanes -0.2869 0.5725 1.2235 1.26 0.87 0.83 1.91 1.75 6.00 
decane 124-18-5 142.285 Alkanes -0.3290 0.5218 1.3882 5.60 0.97 0.40 6.22 1.84 5.01 
undecane 1120-21-4 156.312 Alkanes -0.3116 0.5681 1.4176 5.95 2.50 0.16 6.66 3.50 4.47 
dodecane 112-40-3 170.338 Alkanes -0.2499 0.7913 1.1428 4.43 1.09 0.30 5.64 4.34 4.86 
tridecane 629-50-5 184.365 Alkanes -0.3287 0.6536 1.3583 4.36 1.12 0.22 5.92 4.16 5.78 
tetradecane 629-59-4 198.392 Alkanes -0.2723 0.8251 1.1730 5.14 1.02 0.39 9.60 4.80 6.19 
pentadecane 629-62-9 212.419 Alkanes -0.3236 0.7417 1.2961 7.06 2.09 0.16 10.20 5.36 6.09 
hexadecane 544-76-3 226.446 Alkanes -0.3486 0.7204 1.3680 13.37 1.14 0.05 20.41 4.46 5.95 
benzene 71-43-2 78.114 Aromatics -0.3120 0.2689 1.3209 0.68 0.45 0.40 2.24 1.49 9.09 
toluene 108-88-3 92.141 Aromatics -0.2506 0.4203 1.1780 2.02 0.85 0.35 3.04 1.31 7.26 
ethylbenzene 100-41-4 106.167 Aromatics -0.2407 0.4936 1.1207 3.03 0.46 0.18 3.58 0.99 8.29 
o-xylene 95-47-6 106.167 Aromatics -0.3426 0.2493 2.0771 5.66 1.24 2.13 4.56 0.97 3.82 
propylbenzene 103-65-1 120.194 Aromatics -0.2802 0.4446 1.3057 2.44 3.75 1.03 3.25 4.50 6.72 
naphthalene 91-20-3 128.174 Aromatics -0.3585 0.2730 1.6503 1.08 2.92 1.36 1.68 3.55 6.43 
n-butylbenzene 104-51-8 134.221 Aromatics -0.1944 0.6815 1.0581 1.50 0.36 0.53 2.51 0.58 4.22 
2-methylnaphthalene 91-57-6 142.200 Aromatics -0.2902 0.3978 1.6334 3.30 2.59 0.68 5.43 3.93 2.01 
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Component CAS MW, g/mol Family α1 α2 α3 
Twu AARD, % Soave AARD, % 

Psat ∆Hv Cpsat Psat ∆Hv Cpsat 
Acenaphthene 83-32-9 154.211 Aromatics -0.0009 1.2251 0.7252 1.88 2.66 0.94 36.25 7.65 2.34 
1,8-dimethylnaphthalene 569-41-5 156.227 Aromatics -0.1297 0.9349 0.8692 2.74 1.38 0.33 33.35 4.41 4.80 
2,7-dimethylnaphthalene 582-16-1 156.227 Aromatics -0.0005 1.5620 0.4985 4.59 1.78 3.38 49.80 10.22 1.67 
n-hexylbenzene 1077-16-3 162.275 Aromatics -0.0002 1.5363 0.5813 32.03 1.25 1.34 56.17 4.01 3.06 
diphenylmethane 101-81-5 168.238 Aromatics -0.0739 0.9705 1.0314 7.56 2.71 3.46 6.02 1.86 22.26 
isopentane 78-78-4 72.150 Branched -0.2049 0.4885 0.9851 1.90 1.14 1.36 2.13 1.48 10.48 
3-methylpentane 96-14-0 86.177 Branched -0.1920 0.6094 0.9037 0.78 1.31 1.33 2.19 0.50 11.47 
2,3-dimethylpentane 565-59-3 100.204 Branched -0.0704 0.9734 0.7180 1.34 0.63 1.51 2.07 0.74 11.69 
3-methylhexane 589-34-4 100.204 Branched -0.1189 0.9433 0.7200 1.49 1.78 1.81 1.25 0.72 20.96 
2-methylhexane 591-76-4 100.204 Branched -0.2653 0.4814 1.1832 0.75 0.78 0.43 0.95 0.71 9.43 
4-methylheptane 589-53-7 114.231 Branched -0.3178 0.4169 1.3961 0.37 0.37 0.15 0.94 1.29 4.38 
2-methylheptane 592-27-8 114.231 Branched -0.3024 0.4536 1.3273 0.91 0.36 0.15 2.14 1.25 7.85 
cyclopropane 75-19-4 42.081 Cyclic -0.1893 0.3316 1.1899 5.82 2.05 1.22 6.55 2.13 5.02 
spiropentane 157-40-4 68.119 Cyclic -0.2823 0.3027 1.1322 0.24 0.32 0.12 15.30 3.64 11.17 
cyclohexane 110-82-7 84.161 Cyclic -0.0062 1.1871 0.5422 0.49 0.65 0.69 1.69 2.06 6.40 
methylcyclopentane 96-37-7 84.161 Cyclic -0.2193 0.4455 1.0795 0.17 0.26 0.58 0.97 0.90 12.13 
methylcyclohexane 108-87-2 98.188 Cyclic -0.1860 0.5223 1.0053 0.98 0.43 0.85 2.01 1.59 5.31 
ethylcyclopentane 1640-89-7 98.188 Cyclic -0.2326 0.5249 0.9607 0.62 2.54 0.49 1.29 2.49 19.21 
cycloheptane 291-64-5 98.188 Cyclic -0.0092 1.1143 0.6167 1.02 3.66 0.32 2.29 4.89 4.49 
propylcyclopentane 2040-96-2 112.215 Cyclic -0.3103 0.4149 1.3179 1.21 1.63 0.96 0.46 0.74 14.26 
propylcyclohexane 1678-92-8 126.242 Cyclic -0.0669 0.9955 0.7939 4.85 0.43 1.91 11.89 0.41 1.58 
butylcyclopentane 2040-95-1 126.242 Cyclic -0.3809 0.3091 1.8019 0.47 1.33 0.33 4.50 1.79 14.64 
butylcyclohexane 1678-93-9 140.269 Cyclic -0.0004 1.2272 0.7381 1.47 1.03 0.99 9.69 0.61 0.88 
decylcyclohexane 1795-16-0 224.430 Cyclic -0.0001 1.7993 0.5761 6.53 2.25 5.30 59.08 5.68 0.13 
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Table B2.2: Fitted Twu Parameter, and Absolute Average Relative Deviations (AARD) For the Twu and Soave α-Functions with the 
Redlich-Kwong Cubic Equation of state, For Group 1 Non-Polar Components. 

Component CAS MW, 
g/mol 

Family α1 α2 α3 Twu AARD, % Soave AARD, % 

Psat ∆Hv Cpsat Psat ∆Hv Cpsat 
methane 74-82-8 16.043 Alkanes -0.1667 0.2174 1.6486 0.78 2.19 2.39 2.45 3.89 7.93 
ethane 74-84-0 30.070 Alkanes -0.1730 0.3659 1.2855 6.00 4.64 2.58 6.90 3.31 3.26 
propane 74-98-6 44.097 Alkanes -0.1672 0.4585 1.2215 3.39 1.75 3.21 3.57 1.82 3.96 
butane 106-97-8 58.123 Alkanes -0.2686 0.3350 1.6107 2.03 1.80 1.09 3.14 2.11 5.12 
pentane 109-66-0 72.150 Alkanes -0.2615 0.4298 1.4194 1.89 1.50 1.15 2.51 1.85 4.41 
hexane 110-54-3 86.177 Alkanes -0.3180 0.3720 1.7320 0.90 1.24 0.70 2.09 1.92 3.10 
heptane 142-82-5 100.204 Alkanes -0.3195 0.4461 1.5632 1.29 0.99 0.66 1.68 1.25 4.56 
octane 111-65-9 114.231 Alkanes -0.3533 0.4251 1.7760 1.03 1.14 1.04 1.56 1.75 3.59 
nonane 111-84-2 128.258 Alkanes -0.3385 0.5197 1.5573 1.34 0.87 0.50 1.34 0.73 3.90 
decane 124-18-5 142.285 Alkanes -0.3774 0.4869 1.7335 5.65 1.05 0.35 6.18 1.20 3.06 
undecane 1120-21-4 156.312 Alkanes -0.2124 0.8803 1.1608 6.07 0.27 0.44 4.50 1.32 2.50 
dodecane 112-40-3 170.338 Alkanes -0.3255 0.6764 1.4753 4.52 1.20 0.13 3.75 2.07 3.02 
tridecane 629-50-5 184.365 Alkanes -0.3771 0.6133 1.6507 4.43 1.26 0.17 4.63 1.73 3.96 
tetradecane 629-59-4 198.392 Alkanes -0.3414 0.7250 1.4771 5.17 1.00 0.36 5.01 2.18 4.44 
pentadecane 629-62-9 212.419 Alkanes -0.3784 0.6837 1.5810 7.07 2.18 0.07 6.96 2.93 4.39 
hexadecane 544-76-3 226.446 Alkanes -0.3711 0.7418 1.5364 12.66 1.13 0.04 14.08 1.79 4.32 
benzene 71-43-2 78.114 Aromatics -0.3547 0.2531 1.7947 0.72 0.65 0.46 1.12 0.79 6.42 
toluene 108-88-3 92.141 Aromatics -0.2745 0.4266 1.4207 2.16 1.13 0.50 3.24 1.56 4.53 
ethylbenzene 100-41-4 106.167 Aromatics -0.3124 0.3793 1.7851 4.25 0.86 1.93 3.62 1.14 5.69 
o-xylene 95-47-6 106.167 Aromatics -0.3297 0.3396 2.0177 4.62 0.85 1.55 4.99 2.00 1.72 
propylbenzene 103-65-1 120.194 Aromatics -0.2563 0.5609 1.3128 2.70 3.58 0.13 3.24 3.80 4.26 
naphthalene 91-20-3 128.174 Aromatics -0.3911 0.2814 2.0383 1.12 2.90 1.58 1.66 2.97 4.53 
n-butylbenzene 104-51-8 134.221 Aromatics -0.2377 0.6269 1.3155 1.68 0.43 0.89 3.97 1.30 1.97 
2-methylnaphthalene 91-57-6 142.200 Aromatics -0.3207 0.4035 1.9415 3.40 2.93 0.93 6.05 4.84 0.31 
Acenaphthene 83-32-9 154.211 Aromatics -0.2216 0.6254 1.3122 5.59 3.44 0.06 38.33 10.45 4.43 
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Component CAS MW, 
g/mol 

Family α1 α2 α3 Twu AARD, % Soave AARD, % 

Psat ∆Hv Cpsat Psat ∆Hv Cpsat 
1,8-dimethylnaphthalene 569-41-5 156.227 Aromatics -0.3449 0.4599 1.7552 0.61 0.52 1.19 22.29 2.22 3.01 
2,7-dimethylnaphthalene 582-16-1 156.227 Aromatics 0.0000 1.3000 0.6667 17.48 5.96 0.17 50.99 12.29 3.50 
n-hexylbenzene 1077-16-3 162.275 Aromatics -0.1983 0.8873 0.9349 32.15 1.82 1.82 58.74 6.88 1.12 
diphenylmethane 101-81-5 168.238 Aromatics -0.1099 0.8579 1.3133 9.01 3.02 2.07 6.79 2.27 30.77 
isopentane 78-78-4 72.150 Branched -0.2699 0.3727 1.5384 1.66 1.36 2.93 2.32 1.79 7.36 
3-methylpentane 96-14-0 86.177 Branched -0.2192 0.5878 1.1124 1.06 1.98 1.55 1.71 1.73 8.61 
2,3-dimethylpentane 565-59-3 100.204 Branched -0.1219 0.8240 0.9450 1.87 1.00 2.45 1.41 0.94 8.00 
3-methylhexane 589-34-4 100.204 Branched -0.1572 0.8525 0.9038 2.06 2.65 2.22 1.19 0.79 17.38 
2-methylhexane 591-76-4 100.204 Branched -0.2908 0.4833 1.4212 1.08 1.23 0.72 1.02 1.04 6.85 
4-methylheptane 589-53-7 114.231 Branched -0.3805 0.3639 1.8811 0.43 0.40 0.32 0.81 0.70 2.40 
2-methylheptane 592-27-8 114.231 Branched -0.3290 0.4562 1.5951 0.99 0.44 0.58 1.20 0.65 5.60 
cyclopropane 75-19-4 42.081 Cyclic -0.2146 0.3399 1.4528 5.65 2.08 0.91 4.91 1.93 2.86 
spiropentane 157-40-4 68.119 Cyclic -0.3007 0.3255 1.3860 0.12 0.81 0.13 15.06 5.05 7.69 
cyclohexane 110-82-7 84.161 Cyclic -0.1531 0.6784 0.9174 0.62 0.79 0.68 0.82 0.90 3.94 
methylcyclopentane 96-37-7 84.161 Cyclic -0.2333 0.4746 1.2481 0.14 0.57 0.65 1.06 0.54 8.69 
methylcyclohexane 108-87-2 98.188 Cyclic -0.2129 0.5097 1.2331 0.81 0.24 0.72 1.17 0.28 3.06 
ethylcyclopentane 1640-89-7 98.188 Cyclic -0.2566 0.5174 1.1804 1.00 2.85 0.79 0.89 2.33 15.93 
cycloheptane 291-64-5 98.188 Cyclic -0.1897 0.5753 1.1238 1.01 3.54 0.14 1.57 3.48 1.98 
propylcyclopentane 2040-96-2 112.215 Cyclic -0.3265 0.4416 1.5256 1.56 1.91 1.32 1.39 1.18 11.56 
propylcyclohexane 1678-92-8 126.242 Cyclic -0.1422 0.8078 1.0575 4.65 0.36 1.45 13.00 2.47 2.13 
butylcyclopentane 2040-95-1 126.242 Cyclic -0.3915 0.3525 1.9890 0.64 1.34 0.67 2.45 1.51 12.20 
butylcyclohexane 1678-93-9 140.269 Cyclic -0.0767 1.0107 0.9559 1.18 0.88 0.59 12.22 2.08 3.13 
decylcyclohexane 1795-16-0 224.430 Cyclic -0.0875 1.2899 0.8090 31.48 8.00 0.03 61.69 8.48 1.84 
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Table B2.3: Fitted Twu Parameter, and Absolute Average Relative Deviations (AARD) For the Twu and Soave α-Functions with the 
Peng-Robinson Cubic Equation of state, For Group 2 Polar Components. 

Component CAS MW, g/mol Family α1 α2 α3 Twu AARD, % Soave AARD, % 

Psat ∆Hv Cpsat Psat ∆Hv Cpsat 
propanal 123-38-6 58.080 Aldehydes -0.3331 0.2485 2.0556 9.18 2.82 9.57 17.57 0.48 16.34 
butanal 123-72-8 72.107 Aldehydes -0.0018 1.2409 0.5965 1.58 1.68 2.59 2.06 3.01 7.63 
hexanal 66-25-1 100.161 Aldehydes -0.0003 1.2561 0.7227 4.23 2.57 1.21 6.60 0.46 2.00 
benzaldehyde 100-52-7 106.124 Aldehydes -0.0789 0.9854 0.7232 5.27 3.83 1.07 71.13 20.95 8.00 
thietane 287-27-4 74.147 HSCC -0.2321 0.3637 1.1280 0.35 0.92 0.13 11.81 0.68 11.24 
dimethyl sulfoxide 67-68-5 78.135 HSCC -0.3436 0.2863 2.0791 4.80 1.21 1.32 33.24 7.59 4.27 
thiophene 110-02-1 84.142 HSCC -0.3261 0.1857 1.8451 2.60 1.30 1.64 2.21 1.30 13.24 
tetrahydrothiophene 110-01-0 88.174 HSCC -0.2366 0.3587 1.3303 4.10 0.42 1.46 14.16 3.98 8.75 
2-methylthiophene 554-14-3 98.169 HSCC -0.2335 0.4917 0.9346 0.27 0.59 0.13 16.34 3.60 10.68 
3-methylthiophene 616-44-4 98.169 HSCC -0.2341 0.5020 0.9156 0.23 0.61 0.10 15.52 3.00 12.28 
thiane 1613-51-0 102.200 HSCC -0.0185 1.3583 0.4384 0.40 0.62 0.25 34.25 8.27 6.27 
2-methyltetrahydrothiophene 1795-09-1 102.200 HSCC -0.0012 2.0599 0.2478 3.67 4.41 0.90 51.56 7.73 12.74 
benzothiophene 95-15-8 134.202 HSCC -0.2603 0.4105 1.4863 1.68 3.10 0.93 15.55 6.98 2.00 
acetone 67-64-1 58.080 Ketones -0.2344 0.4731 1.2379 3.51 2.78 0.91 4.15 2.77 6.69 
butanone 78-93-3 72.107 Ketones -0.1048 0.5523 1.4761 3.52 2.85 32.51 1.46 1.30 45.50 
cyclopentanone 120-92-3 84.118 Ketones -0.2659 0.4379 1.1409 2.33 1.15 1.22 2.27 0.60 15.84 
4-butanolide 96-48-0 86.090 Ketones -0.2615 0.3818 1.8876 12.24 2.55 3.02 37.67 11.42 3.95 
2-pentanone 107-87-9 86.134 Ketones -0.2686 0.4865 1.2036 3.94 0.81 0.28 4.15 0.79 8.21 
3-pentanone 96-22-0 86.134 Ketones -0.2537 0.4811 1.2626 8.32 0.95 0.22 7.06 1.00 4.27 
1,3-dioxolan-2-one 96-49-1 88.063 Ketones -0.2310 0.5634 1.5967 25.81 10.64 0.23 22.57 11.39 5.96 
cyclohexanone 108-94-1 98.145 Ketones -0.0863 1.1528 0.6003 22.36 9.21 4.04 16.11 3.41 12.60 
3-Penten-2-one, 4-methyl- 141-79-7 98.145 Ketones -0.3179 0.3078 1.9875 10.74 3.97 0.50 50.65 15.71 9.09 
methyl isobutyl ketone 108-10-1 100.161 Ketones 0.0000 1.4937 0.5326 9.51 0.59 0.45 6.17 1.26 7.11 
3-hexanone 589-38-8 100.161 Ketones -0.2441 0.5840 1.1186 3.92 0.70 0.06 5.26 1.06 6.85 
2-hexanone 591-78-6 100.161 Ketones -0.3150 0.4252 1.4233 6.09 0.96 0.23 6.99 1.54 5.48 
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Component CAS MW, g/mol Family α1 α2 α3 Twu AARD, % Soave AARD, % 

Psat ∆Hv Cpsat Psat ∆Hv Cpsat 
4-heptanone 123-19-3 114.188 Ketones -0.3065 0.5823 1.0272 3.79 2.16 0.06 47.52 16.46 1.22 
2-octanone 111-13-7 128.214 Ketones -0.2830 0.5889 1.1814 8.84 1.56 0.10 47.46 17.92 1.96 
2,6-Dimethyl-4-heptanone 108-83-8 142.241 Ketones -0.3455 0.5302 0.4687 31.80 11.23 0.37 97.74 34.45 2.42 
benzophenone 119-61-9 182.222 Ketones 0.0000 1.8472 0.4948 5.68 4.22 0.87 84.30 35.77 2.01 
cyanogen 460-19-5 52.036 Nitriles -0.3032 0.3598 1.2662 0.05 2.90 0.28 2.10 3.40 7.62 
acetonitrile 107-13-1 53.064 Nitriles -0.2786 0.3071 1.9072 4.41 2.79 2.85 18.65 12.07 2.80 
propionitrile 107-12-0 55.080 Nitriles -0.2139 0.5540 1.5122 18.75 12.26 0.62 88.91 3.01 7.85 
butyronitrile 109-74-0 69.107 Nitriles -0.2213 0.4363 1.7430 2.01 2.04 1.60 7.30 5.10 9.25 
trimethylacetonitrile 630-18-2 83.133 Nitriles -0.3913 0.0000 0.9995 6.65 9.48 2.46 79.46 19.25 4.35 
benzonitrile 100-47-0 103.124 Nitriles -0.2038 0.5765 1.1980 4.50 2.03 0.22 7.84 2.82 3.10 
pyridine 110-86-1 79.102 Pyridines -0.0014 1.3082 0.5235 1.57 0.73 0.62 3.50 2.53 10.09 
4-methylpyridine 108-89-4 93.129 Pyridines -0.3104 0.3306 1.5141 1.49 0.46 0.72 2.68 0.89 5.84 
3-methylpyridine 108-99-6 93.129 Pyridines -0.1486 0.7624 0.7802 1.64 0.67 0.68 33.74 8.09 2.73 
2-methylpyridine 109-06-8 93.129 Pyridines -0.2368 0.5041 1.0954 0.73 0.59 0.21 1.84 1.01 8.60 
2,4-dimethylpyridine 108-47-4 107.155 Pyridines -0.1419 0.8171 0.8219 1.91 1.14 1.48 31.10 5.17 3.21 
2,6-dimethylpyridine 108-48-5 107.155 Pyridines -0.0014 1.4066 0.5614 2.15 0.97 1.32 31.79 4.75 2.03 
3,4-dimethylpyridine 583-58-4 107.155 Pyridines -0.2075 0.6474 0.9187 0.51 0.27 0.43 28.85 6.55 3.62 
2,3-dimethylpyridine 583-61-9 107.155 Pyridines -0.0102 1.3543 0.5642 1.19 0.79 1.05 31.03 6.46 2.44 
2,5-dimethylpyridine 589-93-5 107.155 Pyridines -0.2474 0.4871 1.1730 23.79 2.85 0.07 31.33 6.26 1.72 
3,5-dimethylpyridine 591-22-0 107.155 Pyridines -0.1595 0.7232 0.9438 1.34 0.89 1.00 30.28 5.17 1.66 
isoquinoline 119-65-3 129.162 Pyridines -0.1287 0.8941 0.6538 3.19 1.53 1.52 56.83 15.74 0.21 
methanethiol 74-93-1 48.109 Thiols -0.1089 0.6447 0.7290 0.57 13.65 0.30 3.58 13.40 10.00 
propyl mercaptan 107-03-9 76.163 Thiols -0.2048 0.5113 0.9295 1.20 0.35 0.26 1.74 0.96 11.42 
2-propanethiol 75-33-2 76.163 Thiols -0.2238 0.4099 0.6020 3.47 6.27 2.50 41.19 6.56 10.95 
1-butanethiol 109-79-5 90.189 Thiols -0.2198 0.5161 1.0052 0.93 0.25 0.12 1.27 1.11 11.88 
1-propanethiol, 2-methyl- 513-44-0 90.189 Thiols -0.0674 1.0913 0.5087 2.02 2.14 0.52 19.12 2.66 10.60 
2-butanethiol 513-53-1 90.189 Thiols -0.0003 1.5354 0.3701 3.77 4.08 0.36 27.81 4.31 11.33 
2-propanethiol, 2-methyl- 75-66-1 90.189 Thiols -0.3173 0.0000 0.2247 8.98 14.43 7.41 66.05 15.26 5.99 
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Component CAS MW, g/mol Family α1 α2 α3 Twu AARD, % Soave AARD, % 

Psat ∆Hv Cpsat Psat ∆Hv Cpsat 
cyclopentanethiol 1679-07-8 102.200 Thiols -0.2800 0.3926 1.1432 0.77 1.30 0.32 11.75 3.42 16.51 
1-pentanethiol 110-66-7 104.216 Thiols -0.3088 0.4066 1.4696 2.46 2.63 0.30 20.22 4.37 12.46 
2-butanethiol, 2-methyl- 1679-09-0 104.216 Thiols -0.1279 1.7715 0.1843 7.68 8.92 0.90 48.58 10.65 10.87 
1-butanethiol, 3-methyl- 541-31-1 104.216 Thiols -0.1401 0.8916 0.6639 0.62 0.68 0.92 5.78 2.90 17.82 
benzenethiol 108-98-5 110.180 Thiols -0.2452 0.5338 0.9458 8.55 2.40 0.16 13.68 2.26 11.10 
1-hexanethiol 111-31-9 118.243 Thiols -0.2780 0.5188 1.3708 4.30 2.41 0.14 31.42 7.79 9.23 
1-heptanethiol 1639-09-4 132.270 Thiols -0.2764 0.5719 1.3606 8.08 3.17 0.08 66.43 9.08 8.42 

 

Table B2.4: Fitted Twu Parameter, and Absolute Average Relative Deviations (AARD) For the Twu and Soave α-Functions with the 
Redlich-Kwong Cubic Equation of state, For Group 2 Polar Components. 

Component CAS MW, 
g/mol Family α1 α2 α3 

Twu AARD, % Soave AARD, % 
Psat ∆Hv Cpsat Psat ∆Hv Cpsat 

propanal 123-38-6 58.080 Aldehydes -0.3381 0.3098 2.0669 9.51 3.41 9.58 17.90 1.80 13.08 
butanal 123-72-8 72.107 Aldehydes -0.0021 1.2334 0.6968 1.69 1.28 2.37 1.85 1.75 4.66 
hexanal 66-25-1 100.161 Aldehydes -0.0294 1.1821 0.8497 3.72 3.17 0.96 4.51 1.81 0.86 
benzaldehyde 100-52-7 106.124 Aldehydes -0.1686 0.7424 1.0190 5.16 3.74 0.68 72.18 23.11 11.85 
thietane 287-27-4 74.147 HSCC -0.2528 0.3789 1.3668 0.29 0.68 0.14 11.91 2.56 7.09 
dimethyl sulfoxide 67-68-5 78.135 HSCC -0.3462 0.3486 2.0854 5.31 1.41 1.48 37.17 10.19 0.73 
thiophene 110-02-1 84.142 HSCC -0.2555 0.4183 1.2131 1.44 0.74 0.88 1.85 0.43 9.74 
tetrahydrothiophene 110-01-0 88.174 HSCC -0.2539 0.3829 1.5563 4.16 0.61 1.97 16.60 5.65 4.95 
2-methylthiophene 554-14-3 98.169 HSCC -0.2677 0.4603 1.2028 0.32 1.04 0.21 16.94 5.04 7.42 
3-methylthiophene 616-44-4 98.169 HSCC -0.2695 0.4651 1.1877 0.40 1.05 0.25 16.09 4.53 8.96 
thiane 1613-51-0 102.200 HSCC -0.2012 0.6109 0.8765 0.15 0.69 0.21 35.10 9.92 3.48 
2-methyltetrahydrothiophene 1795-09-1 102.200 HSCC -0.0012 1.7581 0.3450 2.92 3.21 0.36 52.24 9.98 9.63 
benzothiophene 95-15-8 134.202 HSCC -0.2913 0.4134 1.7713 1.81 3.47 0.78 17.59 7.87 3.52 
acetone 67-64-1 58.080 Ketones -0.2653 0.4619 1.4876 3.07 2.56 1.42 4.26 3.98 2.69 
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Component CAS MW, 
g/mol Family α1 α2 α3 

Twu AARD, % Soave AARD, % 
Psat ∆Hv Cpsat Psat ∆Hv Cpsat 

butanone 78-93-3 72.107 Ketones -0.1268 0.5941 1.5404 3.32 2.20 34.83 1.92 2.65 48.99 
cyclopentanone 120-92-3 84.118 Ketones -0.2952 0.4284 1.4209 2.36 1.38 1.69 2.90 1.80 12.39 
4-butanolide 96-48-0 86.090 Ketones -0.2636 0.4483 1.8931 12.75 2.22 3.02 39.52 14.00 8.76 
2-pentanone 107-87-9 86.134 Ketones -0.3230 0.4285 1.6205 3.62 1.17 0.99 3.63 1.37 5.38 
3-pentanone 96-22-0 86.134 Ketones -0.3005 0.4444 1.6266 7.36 0.76 0.48 6.69 0.77 2.23 
1,3-dioxolan-2-one 96-49-1 88.063 Ketones -0.2656 0.5198 1.8978 4.58 6.46 1.44 28.76 13.47 10.40 
cyclohexanone 108-94-1 98.145 Ketones -0.0001 1.4977 0.5897 21.39 10.10 3.58 17.35 5.25 9.55 
3-Penten-2-one, 4-methyl- 141-79-7 98.145 Ketones -0.3212 0.3709 2.0281 9.52 3.37 0.49 51.89 17.75 11.70 
methyl isobutyl ketone 108-10-1 100.161 Ketones 0.0000 1.4120 0.6624 6.15 1.18 0.39 5.73 0.55 4.82 
3-hexanone 589-38-8 100.161 Ketones -0.2678 0.5920 1.3031 4.03 1.37 0.08 4.43 1.15 4.30 
2-hexanone 591-78-6 100.161 Ketones -0.3296 0.4638 1.5887 5.71 0.48 0.29 6.40 0.31 3.21 
4-heptanone 123-19-3 114.188 Ketones -0.3534 0.5310 1.3151 4.10 2.24 0.06 47.86 18.67 1.35 
2-octanone 111-13-7 128.214 Ketones -0.3057 0.6028 1.3631 8.15 0.97 0.10 47.87 20.65 4.73 
2,6-Dimethyl-4-heptanone 108-83-8 142.241 Ketones 0.0000 2.5777 0.2643 29.56 10.98 0.26 97.99 37.80 5.11 
benzophenone 119-61-9 182.222 Ketones -0.2740 0.7795 1.0138 1.70 3.68 1.80 84.63 38.10 5.20 
cyanogen 460-19-5 52.036 Nitriles -0.3664 0.3089 1.7447 0.11 2.55 0.28 1.55 2.28 3.76 
acetonitrile 107-13-1 53.064 Nitriles -0.2824 0.3691 1.9369 4.74 3.29 2.81 19.24 14.38 7.35 
propionitrile 107-12-0 55.080 Nitriles -0.2227 0.6068 1.6063 19.50 13.18 0.70 84.07 1.51 3.53 
butyronitrile 109-74-0 69.107 Nitriles -0.2265 0.4948 1.8022 1.60 2.36 1.72 9.05 6.54 13.32 
trimethylacetonitrile 630-18-2 83.133 Nitriles -0.4399 0.0357 0.5324 5.34 7.81 1.56 80.11 21.72 1.68 
benzonitrile 100-47-0 103.124 Nitriles -0.0879 0.9857 0.9030 5.53 3.19 1.18 9.65 4.12 0.98 
pyridine 110-86-1 79.102 Pyridines -0.1117 0.8792 0.7911 1.93 1.20 0.53 2.02 0.99 7.05 
4-methylpyridine 108-89-4 93.129 Pyridines -0.3374 0.3450 1.7980 1.53 0.56 0.98 3.39 1.50 3.37 
3-methylpyridine 108-99-6 93.129 Pyridines -0.2402 0.5503 1.1632 1.41 0.60 0.40 34.47 10.11 2.04 
2-methylpyridine 109-06-8 93.129 Pyridines -0.2719 0.4792 1.3688 0.89 0.82 0.59 1.82 1.06 5.74 
2,4-dimethylpyridine 108-47-4 107.155 Pyridines -0.2146 0.6527 1.1301 1.62 1.00 1.10 32.58 7.24 2.98 
2,6-dimethylpyridine 108-48-5 107.155 Pyridines -0.2455 0.5969 1.1413 4.79 2.30 0.22 33.33 6.69 1.49 
3,4-dimethylpyridine 583-58-4 107.155 Pyridines -0.2691 0.5405 1.2461 0.26 0.33 0.16 29.27 8.76 2.10 
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Component CAS MW, 
g/mol Family α1 α2 α3 

Twu AARD, % Soave AARD, % 
Psat ∆Hv Cpsat Psat ∆Hv Cpsat 

2,3-dimethylpyridine 583-61-9 107.155 Pyridines -0.1830 0.7631 0.9532 0.86 0.50 0.88 31.43 8.45 1.95 
2,5-dimethylpyridine 589-93-5 107.155 Pyridines -0.2752 0.4891 1.3999 22.60 2.24 0.13 31.03 7.81 2.44 
3,5-dimethylpyridine 591-22-0 107.155 Pyridines -0.2382 0.5778 1.2972 1.15 0.85 0.67 32.45 7.34 3.17 
isoquinoline 119-65-3 129.162 Pyridines -0.0005 1.3834 0.5908 1.82 0.72 0.68 57.66 18.07 2.85 
methanethiol 74-93-1 48.109 Thiols -0.2615 0.2618 1.8879 1.12 14.51 4.25 3.21 12.52 5.47 
propyl mercaptan 107-03-9 76.163 Thiols -0.2242 0.5197 1.1178 1.17 1.13 0.38 1.24 0.43 8.27 
2-propanethiol 75-33-2 76.163 Thiols 0.0000 1.6152 0.3381 4.07 6.10 1.13 41.23 8.13 7.72 
1-butanethiol 109-79-5 90.189 Thiols -0.2430 0.5160 1.2131 0.96 0.72 0.29 0.91 0.41 8.92 
1-propanethiol, 2-methyl- 513-44-0 90.189 Thiols -0.1389 0.8102 0.7504 1.30 0.82 0.82 18.76 4.05 7.65 
2-butanethiol 513-53-1 90.189 Thiols -0.1377 0.8104 0.6761 3.09 3.14 0.52 27.68 5.77 8.26 
2-propanethiol, 2-methyl- 75-66-1 90.189 Thiols -0.4116 0.0000 1.4688 7.12 9.79 0.76 66.26 17.09 3.53 
cyclopentanethiol 1679-07-8 102.200 Thiols -0.2965 0.4140 1.3554 0.77 1.58 0.56 11.51 4.83 13.25 
1-pentanethiol 110-66-7 104.216 Thiols -0.3447 0.3876 1.8445 1.60 1.93 0.99 20.91 3.25 9.90 
2-butanethiol, 2-methyl- 1679-09-0 104.216 Thiols 0.0000 2.2167 0.2502 6.74 7.54 0.24 48.56 12.25 8.25 
1-butanethiol, 3-methyl- 541-31-1 104.216 Thiols -0.1845 0.7723 0.8765 0.65 0.52 1.20 5.83 1.11 14.92 
benzenethiol 108-98-5 110.180 Thiols -0.2806 0.5013 1.2055 8.45 3.07 0.22 12.75 4.02 8.28 
1-hexanethiol 111-31-9 118.243 Thiols -0.3332 0.4465 1.8218 1.42 1.26 1.40 31.72 6.15 7.00 
1-heptanethiol 1639-09-4 132.270 Thiols -0.3627 0.4362 2.0111 1.89 1.38 1.32 60.66 7.27 6.37 
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Table B2.5: Fitted Twu Parameter, and Absolute Average Relative Deviations (AARD) For the Twu and Soave α-Functions with the 
Peng-Robinson Cubic Equation of state, For Group 3 Hydrogen Bonding components. 

Component CAS MW, 
g/mol 

Family α1 α2 α3 Twu AARD, % Soave AARD, % 
Psat ∆Hv Cpsat Psat ∆Hv Cpsat 

methanol 67-56-1 32.042 Alcohols -0.1261 0.7232 1.5380 1.16 3.67 2.34 6.12 7.76 46.73 
ethanol 64-17-5 46.069 Alcohols -0.0577 1.0449 1.1834 2.42 2.01 8.05 2.51 2.87 44.01 
isopropyl alcohol 67-63-0 60.096 Alcohols -0.0042 1.2319 1.0623 3.89 3.71 3.71 3.23 3.43 22.51 
1-butanol 71-36-3 74.123 Alcohols -0.0266 1.3726 0.8531 6.39 3.79 5.43 9.93 6.15 4.52 
1-pentanol 71-41-0 88.150 Alcohols 0.0000 1.5451 0.7562 7.24 3.42 9.49 13.22 6.82 7.05 
cyclohexanol 108-93-0 100.161 Alcohols -0.0003 2.8390 0.3082 10.17 3.04 8.51 42.00 15.45 19.54 
1-hexanol 111-27-3 102.177 Alcohols -0.0986 1.4654 0.7200 8.35 2.28 11.00 38.86 10.10 9.69 
1-heptanol 111-70-6 116.203 Alcohols -0.0001 2.1976 0.5119 10.09 3.80 15.02 66.63 15.76 10.47 
1-octanol 111-87-5 130.230 Alcohols -0.0002 3.4832 0.3096 12.69 3.57 17.64 86.45 14.33 14.84 
1-decanol 112-30-1 158.284 Alcohols -0.0003 2.9513 0.3813 16.07 2.54 9.60 120.32 19.58 16.17 
1-dodecanol 112-53-8 186.338 Alcohols -0.0019 2.8921 0.3992 8.99 4.22 3.55 91.23 23.18 15.93 
ammonia 7664-41-7 17.031 H2O/NH3 -0.3007 0.2424 1.9807 2.24 1.34 2.68 2.41 3.55 3.24 
water 7732-18-5 18.015 H2O/NH3 -0.2296 0.3952 1.8104 3.19 1.56 5.77 10.18 4.42 10.75 
methylamine 74-89-5 31.058 Amines -0.3576 0.2271 1.9926 5.24 13.10 3.29 4.64 12.90 10.90 
dimethylamine 124-40-3 45.085 Amines -0.3321 0.4041 1.1844 3.32 8.43 4.35 58.28 17.92 23.61 
propylamine 107-10-8 59.111 Amines -0.3323 0.4435 0.9387 3.29 0.90 1.55 4.79 3.41 20.28 
isopropylamine 75-31-0 59.111 Amines -0.0023 2.0046 0.3545 1.14 1.45 2.10 7.63 3.86 22.44 
trimethylamine 75-50-3 59.111 Amines -0.2864 0.2415 1.6546 4.63 3.85 1.07 6.21 2.65 6.67 
ethylenediamine 107-15-3 60.100 Amines -0.0046 1.7057 0.5057 1.43 6.04 0.22 61.85 20.59 21.41 
diethylamine 109-89-7 73.138 Amines -0.4450 0.1594 2.3048 2.40 1.04 0.68 2.44 1.33 7.07 
1,2-diaminopropane 78-90-0 74.126 Amines -0.4162 0.3847 1.3285 2.09 4.41 1.70 111.72 10.64 22.12 
amylamine 110-58-7 87.165 Amines -0.4987 0.1865 2.4146 2.19 1.52 0.45 9.76 3.99 11.74 
triethylamine 121-44-8 101.192 Amines -0.2942 0.4689 1.0746 1.78 1.78 1.35 2.08 0.51 6.55 
acetic acid 64-19-7 60.053 Acids -0.3870 0.3578 2.1770 24.58 8.04 4.06 15.41 6.81 2.27 
butyric acid 107-92-6 88.106 Acids -0.0637 1.1241 1.1016 21.08 2.64 0.30 19.69 1.74 9.31 
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Component CAS MW, 
g/mol 

Family α1 α2 α3 Twu AARD, % Soave AARD, % 
Psat ∆Hv Cpsat Psat ∆Hv Cpsat 

isobutyric acid 79-31-2 88.106 Acids -0.0252 1.2543 0.9406 9.57 3.71 0.87 9.79 3.85 4.50 
Pentanoic acid 109-52-4 102.133 Acids -0.1651 0.9432 1.2346 22.13 11.00 0.29 16.41 10.60 6.51 
3-methylbutanoic acid 503-74-2 102.133 Acids 0.0000 1.3346 0.9569 9.62 3.53 0.44 9.46 2.21 3.50 
hexanoic acid 142-62-1 116.160 Acids -0.0902 1.1567 1.1141 26.67 14.32 0.09 32.71 13.13 3.27 
heptanoic acid 111-14-8 130.187 Acids -0.1654 1.0075 1.1987 44.31 6.80 0.05 29.85 4.64 4.14 
octanoic_acid 124-07-2 144.214 Acids -0.1910 1.0025 1.1909 42.18 8.32 0.06 35.46 7.69 0.74 
n-decanoic acid 334-48-5 172.268 Acids -0.0500 1.4622 0.9203 94.13 4.65 0.25 97.29 6.42 1.50 
undecanoic acid 112-37-8 186.294 Acids 0.0000 1.7628 0.6564 151.23 15.59 0.19 51.31 2.14 0.64 
dodecanoic acid 143-07-7 200.321 Acids -0.0658 1.5763 0.6966 157.26 16.61 0.31 60.30 1.79 0.39 
pyrrole 109-97-7 67.091 HNCC -0.0916 0.8859 0.8047 2.97 0.39 0.89 5.55 1.44 6.90 
pyrrolidine 123-75-1 71.122 HNCC -0.3573 0.3681 0.9626 1.08 1.87 1.32 2.69 2.94 23.34 
piperidine 110-89-4 85.149 HNCC -0.3316 0.2766 1.4702 2.68 0.62 3.32 6.42 2.89 7.51 
2,4,6-trimethylpyridine 108-75-8 121.182 HNCC -0.0480 2.5753 0.1938 41.51 9.90 0.74 67.50 11.85 6.22 

 

Table B2.6: Fitted Twu Parameter, and Absolute Average Relative Deviations (AARD) For the Twu and Soave α-Functions with the 
Redlich-Kwong Cubic Equation of state, For Group 2 Polar Components. 

Component CAS MW, 
g/mol 

Family α1 α2 α3 Twu AARD, % Soave AARD, % 
Psat ∆Hv Cpsat Psat ∆Hv Cpsat 

methanol 67-56-1 32.042 Alcohols -0.1221 0.8156 1.5268 1.84 4.56 5.56 7.41 9.15 55.05 
ethanol 64-17-5 46.069 Alcohols -0.0912 1.0180 1.3392 2.14 2.46 6.48 3.61 4.14 52.28 
isopropyl alcohol 67-63-0 60.096 Alcohols -0.0159 1.2639 1.1432 2.98 3.14 4.26 2.24 2.72 28.16 
1-butanol 71-36-3 74.123 Alcohols -0.0001 1.4500 0.9240 5.36 3.32 4.76 7.95 5.06 4.88 
1-pentanol 71-41-0 88.150 Alcohols 0.0000 1.5507 0.8417 5.94 3.01 8.32 11.51 5.75 7.60 
cyclohexanol 108-93-0 100.161 Alcohols -0.0002 2.3178 0.4310 9.42 2.64 7.80 38.53 14.18 17.89 
1-hexanol 111-27-3 102.177 Alcohols 0.0000 1.7542 0.7319 7.31 1.90 9.39 32.13 8.57 8.61 
1-heptanol 111-70-6 116.203 Alcohols -0.1122 1.6381 0.7039 9.31 3.55 13.68 55.56 14.19 8.10 
1-octanol 111-87-5 130.230 Alcohols -0.0001 2.8586 0.4232 11.94 3.48 16.03 71.98 12.67 12.89 
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Component CAS MW, 
g/mol 

Family α1 α2 α3 Twu AARD, % Soave AARD, % 
Psat ∆Hv Cpsat Psat ∆Hv Cpsat 

1-decanol 112-30-1 158.284 Alcohols -0.0002 2.5319 0.4985 15.87 2.40 8.08 94.45 17.50 14.48 
1-dodecanol 112-53-8 186.338 Alcohols -0.5258 0.7404 1.0788 9.06 4.22 3.82 71.34 21.02 14.63 
ammonia 7664-41-7 17.031 H2O/NH3 -0.2493 0.3685 1.8584 1.83 2.11 6.16 2.97 4.45 7.98 
water 7732-18-5 18.015 H2O/NH3 -0.2311 0.4846 1.6923 1.14 0.72 2.89 13.32 6.43 16.99 
methylamine 74-89-5 31.058 Amines -0.1970 0.6518 1.0768 1.55 11.34 0.61 3.52 12.19 6.50 
dimethylamine 124-40-3 45.085 Amines -0.0852 1.1791 0.6921 4.09 8.12 2.53 56.18 17.36 20.52 
propylamine 107-10-8 59.111 Amines -0.3882 0.3625 1.3845 3.43 1.24 1.89 4.98 2.23 17.48 
isopropylamine 75-31-0 59.111 Amines -0.2393 0.7892 0.7592 1.67 1.63 2.02 6.30 2.74 19.60 
trimethylamine 75-50-3 59.111 Amines -0.0014 1.1832 0.6496 8.54 2.57 3.25 6.46 2.37 3.48 
ethylenediamine 107-15-3 60.100 Amines -0.2387 0.8349 0.9197 1.31 5.96 0.13 60.37 19.13 18.85 
diethylamine 109-89-7 73.138 Amines -0.1286 0.9184 0.8408 0.91 1.40 0.20 1.59 0.75 4.67 
1,2-diaminopropane 78-90-0 74.126 Amines -0.4492 0.3806 1.6554 2.14 4.46 1.99 100.31 8.85 19.77 
amylamine 110-58-7 87.165 Amines -0.5065 0.2429 2.4349 2.15 1.63 0.50 9.75 2.47 9.55 
triethylamine 121-44-8 101.192 Amines -0.4044 0.3101 1.7795 1.81 1.86 1.58 1.53 0.93 4.69 
acetic acid 64-19-7 60.053 Acids -0.2732 0.6121 1.4552 11.64 6.20 2.20 17.30 8.66 2.34 
butyric acid 107-92-6 88.106 Acids -0.1438 0.9944 1.3359 20.26 2.11 0.21 19.99 2.65 13.30 
isobutyric acid 79-31-2 88.106 Acids -0.0335 1.2854 1.0361 6.73 1.78 1.05 7.51 2.22 8.30 
Pentanoic acid 109-52-4 102.133 Acids -0.0004 1.4724 1.0101 17.64 11.79 1.85 12.42 10.84 10.53 
3-methylbutanoic acid 503-74-2 102.133 Acids -0.2605 0.8094 1.4935 9.15 3.02 1.58 11.60 1.78 6.60 
hexanoic acid 142-62-1 116.160 Acids -0.1579 1.0574 1.3142 23.98 15.03 0.08 24.52 14.17 6.15 
heptanoic acid 111-14-8 130.187 Acids -0.1944 1.0053 1.3350 38.59 5.90 0.04 20.97 3.66 7.40 
octanoic_acid 124-07-2 144.214 Acids -0.2354 0.9622 1.3711 37.92 7.65 0.04 27.42 5.34 3.67 
n-decanoic acid 334-48-5 172.268 Acids -0.1256 1.3049 1.1019 85.45 4.17 0.25 82.55 4.31 0.85 
undecanoic acid 112-37-8 186.294 Acids -0.0352 1.6428 0.7721 125.59 14.18 0.12 56.61 2.52 1.88 
dodecanoic acid 143-07-7 200.321 Acids 0.0000 1.8099 0.7191 131.09 15.04 0.22 64.47 2.81 1.95 
pyrrole 109-97-7 67.091 HNCC -0.1979 0.6358 1.1782 2.94 0.52 1.34 4.06 0.38 3.07 
pyrrolidine 123-75-1 71.122 HNCC -0.4483 0.2185 1.9967 0.97 1.29 2.19 2.18 1.70 20.42 
piperidine 110-89-4 85.149 HNCC -0.3553 0.2971 1.7624 2.53 0.58 3.15 5.06 1.60 6.19 
2,4,6-trimethylpyridine 108-75-8 121.182 HNCC -0.0001 2.1659 0.3014 37.61 8.78 0.59 68.89 14.23 3.58 
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