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Abstract 

Induction machines (IMs) are the driving force in industries such as manufacturing, 

transportation and wind power generation. Hence, it is essential to reliably detect faults in IMs so 

as to enhance production quality in manufacturing and avoid operational degradation. However, it 

is still challenging to reliably detect faults in IMs as fault feature properties could change under 

variable IM operating conditions. The first objective of this thesis is to develop an enhanced 

empirical mode decomposition (EEMD) technique to detect an IM broken rotor bar (BRB) fault 

based on motor current signature analysis. In the developed EEMD technique, a phase insensitive 

similarity function is initially suggested to determine the representative intrinsic mode functions 

(IMFs). Moreover, an optimized adaptive multi-band filter is suggested to process the current 

spectrum and to recognize the fault characteristic features. Likewise, a modified whale 

optimization algorithm (MWOA) is proposed, which is utilized to optimize the parameters in 

adaptive multi-band filter. Finally, a reference function is recommended to enhance feature 

properties and IM fault detection. The effectiveness of the proposed EEMD technique is verified 

through experimental analysis under different IM operating conditions. 

Different arrangements of IMs are predominantly used in wind energy conversion (WEC) 

systems as IMs can easily operate at variable wind speed and can be connected simply with the 

grid.  However, it is challenging to control a healthy IM based WEC system due to wind speed 

uncertainties and nonlinearity of the IMs as well as WEC system. Among the different 

configurations of IMs, the doubly fed induction generator (DFIG)-based wind energy conversion 

(WEC) system is the mostly used configuration due to its decoupled nature of active and reactive 

power control. Since the traditional DFIG-based WEC systems are controlled using proportional-

integral (PI) controllers, they are not always capable of coping with wind uncertainties. The second 

objective of this work is to propose a new adaptive neuro-fuzzy (ANF)-based direct torque and 

flux (DTF) control technique for grid-connected DFIG WEC systems. This new control technique 

has better dynamic responses to handle the uncertainties of the wind speed variation. A training 

algorithm is also established to adaptively optimize the ANF system parameters to accommodate 

system nonlinearities and wind speed uncertainties. The proposed ANF-based DTF control 

technique improves the dynamic performance of the WEC system compared to the conventional 

PI-based DTF control technique, as verified by simulation and experimental results. 
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Furthermore, the third objective of the thesis is to develop an integrated neuro-fuzzy (INF)-

based DTF control technique for DFIG-based WEC system. Traditionally for DTF control 

technique, two separate neuro-fuzzy (NF) structures are utilized to control torque and flux 

independently. In this work, a single INF structure is developed to control torque and flux 

simultaneously, as these are interdependent through rotor side converter of the DFIG. A new 

training method based on ensemble algorithm is developed for online training of the proposed INF 

system parameters. The proposed INF-based DTF control technique is implemented in real time 

for a prototype DFIG-based WEC system in a laboratory environment using DSP board DS1104. 

The efficacy of the proposed INF-based DTF control technique, incorporated with the ensemble 

training method, is investigated and compared with the classical NF network and training method. 

The proposed INF-based DTF control technique improves the dynamic performance of the WEC 

system compared to the conventional NF-based DTF control technique . Furthermore, the INF 

network has less computational burden and adaptive capability compared to its counterpart.  The 

stability of the proposed INF-based DTF control technique is also analyzed under variable wind 

speed conditions. The WEC system with the proposed INF-based DTF control technique is found 

to be stable under dynamic conditions.  

The squirrel cage induction machine (SCIM) is also utilized sometimes as wind generator 

besides DFIG as well as used largely in industrial applications. However, different from DFIG, 

the BRB fault may occur in SCIM which may affect the operating performance of the machine. 

The broken rotor bars can cause current and torque fluctuation of IM which can adversely affect 

the operational condition of the machine. Hence, the fourth objective of the thesis is to develop a 

NF based fault tolerant control technique, which can reduce the torque ripple at the time of broken 

rotor bar fault of IM and improve the operational performance. The effectiveness of the proposed 

FTC technique is also investigated in this thesis. 
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Chapter 1 

Introduction 

This chapter presents an overview of research work, a literature review related to the fault 

detection and control of induction machine (IM), as well as the objectives and organization of this 

research work. 

1.1 Overview 

Induction machines (IMs) play a significant role in industrial applications as well as wind 

energy conversion (WEC) systems, due to their specific properties such as robustness, simpler 

construction, easier control, and inexpensive operational costs. However, IM efficiency will 

degrade due to defects in IM mechanical or electrical systems. IM faults may occur due to the 

effects of electrical, thermal, and/or mechanical stresses. Common IM faults include broken rotor 

bars (BRB) defect, stator winding defects, bearing faults, unbalanced supply imperfections, etc. 

Reliable IM fault diagnosis is essential to avoid interruptions of continuous operation of the IM 

and to reduce maintenance costs. When BRB fault occurs in an IM, the faulty rotor bar may lead 

to damage of several rotor bars gradually because they have to carry more rotor current. Therefore, 

the fault propagation may cause serious torque fluctuations and extra vibration if the defect is not 

detected in time. However, it remains a challenging task to detect the IM fault reliably as the feature 

characteristic frequencies of a faulty IM change with IM operating conditions in terms of loading 

and speed. The classical approaches are not always reliable and accurate to detect the BRB faults 

[1-2]. Therefore, in this thesis firstly the IM BRB fault detection technique will be developed. 

In WEC systems,  IMs have been widely utilized as wind generators due to several 

advantages over synchronous machines such as more flexibility to operate at variable wind speed, 

simpler to integrate with the grid, easier operation and control. Among different types of IMs, the 

doubly fed induction generator (DFIG) is the most common configuration for grid connected WEC 

systems. However, the control of healthy IM based WEC system faces some challenges such as 

coping with wind speed uncertainties and nonlinearity of the IMs as well as WEC system. 

Consequently, this research focus on developing robust control techniques for healthy IMs based 

WEC system. The DFIG-based WEC system is more efficient and cost effective [3-4], because it 
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allows decoupled system control and makes the control scheme more straightforward [5]. 

Furthermore, a DFIG-based WEC system can be controlled in both sub-synchronous and super 

synchronous modes of operation, which can facilitate its grid connection. Thus, this research 

focuses on developing a more robust control technique for the DFIG based WEC systems  to limit 

the transient effects and to improve the dynamic response of WEC systems  so as to cope with the 

wind speed uncertainties. 

Besides DFIG, sometimes squirrel cage induction machine (SCIM) is also utilized as wind 

generator. Unlike DFIG, the SCIM suffers from BRB fault which may severely affects the 

operating performance of WEC system. When BRB defect occurs in an SCIM, the damaged rotor 

bars cannot carry rotor current, which causes an asymmetry in magnetic flux distribution of the IM 

[6]. Consequently, severe torque fluctuations can occur, which will cause IM performance 

degradation and possible mechanical damage of the machines resulting poor performance in WEC 

systems as well as industrial drive applications. So, it is important for the controller to cope with 

the torque fluctuations to some extent before proper repairs and maintenance are undertaken. 

Therefore, another aspect of this work is to develop a fault tolerant control (FTC) technique for 

SCIMs to compensate the IM performance degradation when BRB fault occurs. 

1.2 Literature Review  

Literature review related to the proposed three research themes will be summarized in this 

section. 

1.2.1 Techniques for BRB Fault Detection of IMs  

IMs are widely used in WEC systems to produce electric energy. Like other rotating 

machines, faults may occur in the Ims, which will affect adversely the operation of WEC systems. 

Common IM faults include BRB defects, stator winding defects, bearing faults, and unbalanced 

supply imperfections, etc. Fig. 1.2 outlines the distribution of different types of faults in IMs.  

Approximately 10% IM defects are associated with BRB faults [7]. However, the effect of BRB 

fault is more severe in comparison with other faults in IMs. For example, an initial BRB defect 

may lead to gradual damage of several adjacent rotor bars, as they that have to carry more rotor 

current, which may result in excessive torque fluctuations, vibration, and even sparks [1]. The 

propagation of BRB fault may interrupt the normal operation of IMs and cause degradation of 
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power quality of the WEC system as discussed in previous section. Hence, it is essential to detect 

the BRB fault of the IM in WEC system at its earliest stage, so as to avoid operation degradation 

and to reduce extra maintenance costs [6]. However, it is usually challenging to detect the IM fault 

accurately, as BRB features could change with IM operating conditions in terms of load and speed 

[2, 6-8]. Therefore, this work will focus on RBR fault detection of IMs (Objective 1). 

 

Fig. 1.1 Statistical distribution of IM faults [7].  
 

Several signal processing techniques have been suggested in the literature to extract 

representative features for IM BRB fault detection. The analysis could be based on different types 

of information carriers such as voltage, vibration and current. The motor current signature analysis 

(MCSA) is a commonly used approach for detecting BRB faults due to the ease of measurement 

and relatively high signal-to-noise ratio [9], which will also be used in this work. 

Spectrum analysis is a traditional method of detecting BRB faults [10]. In general, spectral 

analysis is used mainly for processing time-invariant signals. The FFT is mainly used for spectral 

analysis of stationary signals; however, signatures from most faulty IMs could be time-varying in 

nature [11]. For example, the analysis in [12] shows that the sideband frequencies are not 

detectable using classical FFT at no-load condition of IM having BRB faults. The time-frequency 

domain techniques could be used for time-varying signal analysis, such as different types of 

wavelet transforms [2], [13-15]. For example (a Daubechies-27 wavelet) is applied in [16] to detect 

BRB faults; but the effect of loading on BRB diagnostic accuracy is not discussed properly in this 

paper. However, it is challenging to use the wavelet amplitude decomposition for IM fault 

detection as it is difficult to explain its phase map information [11].  
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Some researchers have used the empirical mode decomposition (EMD) approach to detect 

BRB faults. The EMD method can extract the representative features by decomposing the 

frequency components into different intrinsic mode functions (IMFs) [1, 8]. This method can 

adaptively modify the IMFs based on signal properties in the time domain to analyze time varying 

signals. For example, an EMD technique is suggested in [1, 17] for BRB fault detection based on 

correlation analysis. However, the presented method in [17] uses only one characteristic frequency 

to detect the BRB fault, which can be sensitive to noise in the current signal.  

A normalized frequency-domain energy operator algorithm is suggested in [18] to detect 

IM fault based on current signal analysis. A Walsh–Hadamard transform is used in [19] to extract 

representative features for BRB and bearing fault detection. In [20], a Dragon transform method 

is employed to improve BRB fault detection accuracy; however, its effectiveness is not fully tested 

over different IM BRB conditions.  

Several other signal processing techniques are also introduced in the literature to detect IM 

faults [19-23]. For example, the time synchronous averaging method is applied to detect and 

analyze the eccentricity of IM faults in [21]; however, the effectiveness of that method is not 

studied in comparison with the existing methods in fault detection. A short-time adaptive window 

technique is proposed in [22] to detect the BRB fault of an inverter connected IM under the speed 

varying conditions. A modified Bayesian learning algorithm is proposed in [23] to recognize the 

weak sidebands of the rotor current signal for BRB fault diagnosis. On the other hand, many 

researchers have also incorporated machine learning for IM fault diagnosis [24-30]. However, it 

could be difficult to track processing errors due to the use of supervised machine learning and 

several signal processing techniques. In addition, phaselet-based analysis have also been used in 

BRB fault detection [31, 32]. For example, a phaselet processing technique is applied in [31] to 

estimate the trip signals to predict BRB faults of IMs. However, this study lacks systematic 

investigation of BRB fault severity diagnosis.  To tackle the aforementioned problems in IM BRB 

fault detection, the second objective of this research is to propose an enhanced EMD (EEMD) 

technique to recognize representative features from current signals for IM fault detection, 

specifically for BRB fault detection.  This work focuses only on signal processing-based IM BRB 

fault detection. 
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One of the approaches to improve diagnostic accuracy is to increase signal-to-noise ratio. 

Several frequency domain techniques are presented in the literature for noise reduction from 

different types of signals [33-37]. For example, a frequency domain averaging method is presented 

in [33]  to detect IM faults from noisy signals. A synchronous averaging processing method is 

suggested in [34] to predict IM faults. A nonlinear adaptive method is proposed in [35] to suppress 

noise from electrocardiogram signals. An activation function dynamic averaging method is 

suggested in [37] to reduce noise from acoustic signals. However, very limited research has paid 

attention to MCSA processing to detect BRB faults in noisy environments [38]. 

Several optimization algorithms have been applied in signal processing to improve the 

performance of fault detection in IMs. Among these metaheuristic optimization algorithms, swarm 

intelligence-based optimization techniques are becoming popular due to their flexibility, simplicity 

of application and consistency. For example, the whale optimization (WO) algorithm is proposed 

in [39], which is consistent to optimize different benchmark functions and real time problems; it 

has simpler operations compared to some traditional algorithms such as grey-wolf optimization 

(GWO) and particle swarm optimization (PSO). Furthermore, several WO variations have been 

proposed in the literature to improve population diversity and convergence, for example, a Levy 

flight-based WO [40], and a dynamic learning-based WO [41]. Additionally, chaotic functions can 

be used to improve population diversity of the related WO algorithms [42] using a classical skew 

tent chaotic function. However, WO algorithm suffers from poor searching for global optima [39]. 

Consequently, another research topic is to propose a modified WO (MWO) algorithm to improve 

the global search capability.  

1.2.2 Control Technique for DFIG Based WEC system 

Among different sources of renewable energy, the WEC systems are more cost-effective 

and operation efficient [43-54]. Fig. 1.2 shows the annual power generation of wind and solar 

energy in Canada over the past two decades. It is evident that there is a huge potential of wind 

generation compared to solar power due to Canada’s weather conditions.  
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Fig. 1.2 Annual power generation of wind and solar energy in Canada [55]  

 
As discussed in Section 1.1 the DFIG-based WEC system is the most popular way to 

generate electricity from wind energy among various configurations like synchronous generators 

or squirrel cage induction generators. In a DFIG-based WEC system the stator side of the DFIG is 

connected directly to the grid and the rotor side is connected to the grid using a back-to-back 

converter. The DFIG allows bidirectional power flow between the grid and the WEC system 

through a back-to-back rotor side converter. It also allows decouple control actions to manage large 

scale grid connected WEC systems [51]. In addition, DFIG configuration is usually more reliable 

as it is less dependent on power electronic equipment [51]. Different control strategies have been 

adopted to control the converter at the rotor side of the DFIG-based WEC system, such as field-

oriented control, direct torque and flux (DTF) control technique, direct power control, and voltage-

oriented control [47, 56-59]. Among them, the DTF control technique has the advantages such as 

less switching loss, faster dynamic response, and more robust behavior at the time of grid side 

fault. However, DTF control technique has some limitations such as high torque ripples and poor 

performance at a lower rotor speed of the WEC system [59]. The DTF control technique is usually 

used to manipulate the torque and flux of the DFIG by applying either a hysteresis or proportional-

integral (PI) control for the rotor side converter (RSC). However, these classical hysteresis or PI 

based DTF control techniques are not appropriate for controlling the DFIG-based WEC system 

due to the system nonlinearity and wind uncertainty [59, 60]. 
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Several researches have been conducted on reducing torque ripples, simplifying control 

implementation, and improving DTF control efficiency [61-69]. For example, a DTF control 

method is suggested in [61] based on model prediction to minimize torque ripples of the machine. 

Several studies have been conducted using the DTF control technique to predict the duty ratio of 

switching pulses considering torque and flux errors [62, 63]. However, they require extra electronic 

devices to control the duty ratio of a switching signal, which will also limit their real time 

applications. On the other hand, virtual voltage vector-based DTF control technique is adapted in 

[64-66] to minimize the torque ripples and improve the IM efficiency, in which multiple hysteresis 

bands are applied and a look up table is used to predict the possible configuration of the switches. 

However, the virtual vector will change the on-off configuration of the switches more frequently 

than the classical DTF control techniques, which will increase both the switching losses and 

stresses across the switch. A DTF control technique is designed in [67] using a single PI controller 

to determine the reference. But this study does not conduct fine tuning of the PI controller so as to 

improve the estimation of the reference. A deadbeat torque controller is presented in [68], which 

can run faster than the conventional DTF control techniques. However, this method requires past 

operational data, which may not always be available.  

In addition, some advanced techniques are presented to control the DFIG based WEC 

systems [70-72]. For example, an analytical model predictive control technique is presented in 

[70] for controlling DFIG-based WEC systems considering grid side harmonics related non-ideal 

situation. However, such a model predictive control technique uses high complex algorithms and 

takes longer computation time, which may limit its real-time applications [73]. 

With the rapid advancement of soft computing technology, different intelligent tools such 

as fuzzy and neuro-fuzzy (NF) techniques, have been used for intelligent control of WEC systems  

[74-85]. For example, a NF technique is used in [75, 77] for robust control considering grid 

disturbance and wind speed variations. A fuzzy control system is designed in [79] to produce 

virtual voltage vectors in order to improve the space vector modulation switching for IM drives. 

Likewise, two fuzzy controllers, along with hysteresis control mechanism of DTF control 

technique, are designed in [81] to enhance the system performance by reducing torque and flux 

ripples. The fuzzy controllers are also applied to manipulate the standalone DFIG systems, using 

energy storage devices rather than supplying power directly to the power grid [85]. However, the 
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parameters of these fuzzy systems are determined based on expertise and could not be adjusted to 

accommodate for different system conditions. 

      From the above literature review and analysis, it is evident that very few studies have 

been undertaken on the analysis and improvement of the dynamic performance of DTF control for 

DFIG-based WEC systems. Hence, one of the objectives of this work is to develop a new adaptive 

neuro fuzzy (ANF) technique for reducing the transient effects and improving the dynamic 

performance of WEC systems. Furthermore, an integrated neuro-fuzzy (INF) DTF control 

technique will be developed for the RSC of DFIG-based WEC systems. The proposed INF DTF 

control technique will process the torque and flux errors, as well as their changes to generate d-q 

axis control voltages from a single NF control. A new ensemble training method will be suggested 

to update the INF system parameters.  

1.2.3 Techniques for Fault Tolerant Control of IMs 

Several studies have been performed in literature to accommodate the adverse effect of IM 

faults in WEC systems [86-92]. For example, an FTC strategy is proposed in [90]  to rearrange the 

converter configuration when the converter is faulty. However, such a reconfiguration may derate 

the converter, which is unexpected as it should run at rated conditions. A power switch open-circuit 

fault is considered in [91], and an FTC method is proposed to minimize hardware requirements at 

the time of fault; additionally, a vector control strategy is proposed to balance the capacitor voltage 

of the converter and minimize the torque ripples. A direct power control along with the FTC is 

presented in [92] to accommodate for power switch fault; however, extra converters are required 

to implement this control system, which increases the cost and complexity of the system. 

Several papers have been published in literature on FTC corresponding to sensor defects 

and actuator faults [91-98]. For example, a FTC method is proposed in [93] against yaw drive 

system of WEC system, which is tested using online data sets from the U.S. National Renewable 

Energy Laboratory’s National Wind Turbine Center, instead of using data from a real system. A 

strategy combining the model predictive control with a fuzzy system is proposed in [94] against 

actuator faults. In [95] an FTC is developed for WEC systems, to handle multiple current sensor 

faults in the stator and rotor side of the IM. A model reference adaptive fuzzy control is presented 

in [96], which adjusts the reference torque corresponding to an actuator fault. 
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Very few research has been undertaken in the literature to design FTC techniques 

considering the faults inside an IM. For example, a model predictive control is presented in [97] 

to tackle the stator inter-turn fault of the generator considering flux modulations. However, this 

approach requires very accurate flux modulation, which can not only increase the cost but also 

affect the control speed. IM faults, such as BRB defects, will degrade IM performance and 

efficiency as discussed earlier. However, there are no efficient methods that can be used to design 

the FTC control systems of an IM with BRB defect. Hence, another objective this work focus on 

the development of an intelligent FTC technique to cope with the adverse effect of BRB fault of 

an IM. 

1.3 Proposed Objectives 
From the discussions and analysis in the previous section, the goal of this PhD dissertation 

is to develop new techniques and intelligent tools to improve the performance of IMs. Specific 

research objectives of this thesis are outlined below: 

1) An enhanced EMD (EEMD) technique will be proposed to provide a more reliable fault 

detection of IM BRB. A new similarity function will be suggested to compare IMFs with the 

benchmark signature to select the most representative IMFs for advanced analysis. The proposed 

similarity function is phase-insensitive and independent of the starting time of acquiring the 

machine current signal. An optimized adaptive multiband filter (OAMF) technique will be 

suggested to recognize the sidebands of the characteristic frequency of the selected IMFs. An 

adaptive window function will be applied to provide optimized accentuation in the MCSA’s 

sidebands without reconstructing the original time domain signal. A new MWO technique will be 

proposed to enhance global search capability. Finally, a new post-processing method is proposed 

to enhance representative features for the BRB fault detection. The EEMD technique will be more 

effective to predict the severity of BRB faults for IM condition monitoring.  

2) An ANF-based DTF control technique will be proposed to control the RSC of DFIG-

WEC system. This proposed technique can improve the dynamic performance of WEC system by 

improving the torque and stator current overshoot, as well as the settling time for DFIG-WEC 

system. Additionally, this control technique can limit the transient peak of the torque and stator 

current at the initial starting period. Hence, in incorporating the grid, the proposed ANF-based 
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DTF control technique will cope with the wind speed variations and high starting transient 

quantities of DFIG.   

3) ANF-based DTF control technique described in previous objective will use several ANF 

networks to process the torque and flux errors; hence requires more computational steps in 

processing. Therefore, an INF-based DTF control technique will be suggested to control the RSC 

of DFIG-based WEC system. The proposed INF-based DTF control technique utilizes an INF 

approach to process the torque and flux errors, and to generate the control signals for RSC. A new 

ensemble training method is proposed to train the INF system parameters. The proposed INF 

network should be more computationally efficient in processing for real-world applications. 

Therefore, the proposed INF-based DTF control technique can improve dynamic and starting 

performance of DFIG with better computational efficiency compared to the conventional 

techniques.   

4) A NF based fault-tolerant control (FTC) technique will be presented to accommodate 

the BRB fault in IM by reducing the torque ripple at the time of fault. The current and torque of 

healthy and faulty IM will be analyzed considering the real time data. Furthermore, the operation 

of the proposed NF based FTC approach, and the NF structure will be discussed. Finally, the 

effectiveness of the FTC technique will be verified through simulation tests. Consequently, the 

proposed FTC will compensate for the possible degradation of performance of a faulty IM.   

1.4 Thesis Organization 
The remainder of this thesis is organized as follows:  

Chapter 2 describes a comprehensive overview of the WEC system and the IMs, including 
the types of WEC system, dynamic models of the DFIG, the IM theories, and BRB fault. 

Chapter 3 discusses the proposed EEMD technique for BRB fault detection in IMs. Its 
effectiveness is examined by simulation and experimental tests. 

Chapter 4 presents the developed adaptive DTF control technique, including the related NF 
system and stability analysis. Its effectiveness is examined by experimental tests. 

Chapter 5 represents the developed INF-based DTF control technique, including the INF 
network architecture, ensemble training technique related the INF system, and stability analysis. 
Its effectiveness is examined by experimental tests. 
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Chapter 6 discusses the operation of the proposed NF based FTC technique. The 
effectiveness of the proposed control technique is verified through simulation tests. 

Chapter 7 summarizes concluding remarks from this research and future research topics. 
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Chapter 2 
Modelling of WEC System and IMs 

This chapter outlines the structure, operation, mathematical analysis, configurations and 

control of the WEC system. Furthermore, different IM structures and fault conditions are also 

discussed in this chapter. 

2.1 Classification of WEC System 

The WEC system can be classified in different ways based on their structure, operational 

conditions as well as applications. However, the WEVS can be primarily classified based on the 

axis of aerodynamic lift as well as speed of operations. The detail classifications are discussed in 

the subsections below. 

2.1.1 Horizontal-Axis and Vertical-Axis WEC System 

The WEC system can be categorized into two types based on the axis of aerodynamic lift: 

vertical-axis and horizontal-axis [101]. In a horizontal-axis WEC system, the orientation of the 

rotational axis is horizontal, or parallel to the ground as illustrated in Fig. 2.1(a). The tower has a 

threshold height and is required to elevate the nacelle to provide sufficient space for the rotor blade 

rotation and to reach stronger wind conditions. On the contrary, the rotational axis of a vertical-

axis wind turbine is perpendicular to the ground as illustrated in Fig. 2.1(b). The curved vertically 

mounted airfoils are employed to capture wind energy in this type of WEC system. The generator 

and gearbox are usually placed in the base of the turbine on the ground, as illustrated in Fig. 2.1(b). 

The vertical-axis wind turbines usually have different blade structures.  
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(a)                                                                              (b)                 

Fig 2.1 Horizontal-axis and vertical-axis WEC system [102]: (a) horizontal-axis (b) vertical-axis  
 

2.1.2 Fixed-speed and Variable-speed WEC System 

The WEC system can be classified as either fixed-speed or variable-speed [102]. In a fixed-

speed WEC system, the rotor speed is almost fixed regardless of the wind speed. The rotor speed 

can be fixed by considering the number of factors such as the gear ratio of the gearbox, the supply 

frequency of the grid, and the pole number of the generator. Although the fixed-speed WEC system 

is simpler in construction and operation, it is not suitable for large power turbines as there is no 

option of controlling reactive power in fixed-speed WEC system. Additionally, the fixed-speed 

configuration has high mechanical stress and limited power generation control; thus, the fixed-

speed turbine generates highly fluctuating output power, which is not suitable for large grid 

integration. On the other hand, a variable-speed WEC system provides flexibility to obtain 

maximum aerodynamic efficiency over an operational range of wind speed. Its rotor speed can be 

adjusted in accordance with the wind speed. For this operation, the tip-speed ratio or the ratio of 

the blade tip speed and the wind speed is kept fixed at an optimal value that is related to the 

maximum power coefficient. Variable-speed WEC system systems have low mechanical stress, 

better power quality, and improved wind energy output. Consequently, they are suitable for high 

power application as well as grid connected operation. However, this type of WEC system 
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generates extra power loss in power electronics devices and is  more expensive in manufacturing 

costs because of applying power electronics devices [103]. For the research work described in the 

PhD dissertation the DFIG based WEC system is selected which also allows rotor speed variation 

as this research focus on grid connected high power WEC system. The detail of the selection 

criteria has been discussed in subsection 1.1 of Chapter 1. 

2.2 Structure of WEC System  

The application of wind energy started about 3000 years ago to lift water and to grind crops. 

Those primary systems can be considered as the initial WEC system, which had vertical-axis 

structure and ran on the drag principle to drive a wheel [103]. However, those WEC system systems 

had very low efficiency and were not suitable to produce electricity. In modern ages, the main 

objective of the WEC system is to effectively produce electricity from wind power. The current 

models of WEC system incorporate different modern equipment such as aerofoils to produce 

aerodynamic lift from incoming wind flows. The lift force acts in the perpendicular direction of 

the air flow and generates driving torque for the rotor coupled with the generator of the WEC 

system. Although WEC system can be in horizontal-axis and vertical-axis modes as discussed 

earlier, horizontal-axis WEC system is more commonly used to produce electricity, especially in 

commercial wind farms.  The structure and operation of different components of a horizontal-axis 

WEC system is illustrated in Fig. 2.2.   

 
Fig 2.2 Structure and components of a typical horizontal-axis WEC system [104]  
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A typical horizontal-axis WEC system consists of different components such as 

aerodynamic blades, nacelle, gearbox, coupling and mechanical brake, yaw drive, sensors, power 

electronic converters, and generator. The components are described briefly in the following 

subsections: 

2.2.1 Blades 

The aerodynamic blades are the most distinctive and visible part of a WEC system, which 

are deployed to transform wind kinetic energy into rotational mechanical energy in a WEC system. 

Blades have an aerodynamic structural design and are generally made of aluminum, fiberglass, or 

carbon-fiber composites, which are high in weight but can still provide sufficient strength-to-

weight ratio. 

The rotor incorporating two-four blades is extensively used in large wind farms; however, 

one-bladed WEC system is not frequently used in industrial wind turbines as the single blade can 

cause asymmetrical mechanical load and aerodynamically unbalance. Turbines having fewer 

blades are cheaper in structure, but the blades generate less power to drive the turbines. They 

require a higher rotor speed in operation but a lower gear ratio for gearboxes (cheaper). In contrary, 

rotors using more blades are more expensive in structure, but the blades generate more drive 

torques to the turbines; and require gearboxes with a higher gear ratio (more expensive) since the 

speed of operation is lower compared to the WEC system with fewer blades. Therefore, the three-

blade rotors are most used for industrial wind farms due to their best trade-off among mechanical 

vibrations, acoustic noise, cost, and rotational speed [102], which will be also considered in this 

work. 

2.2.2 Tower and Foundation  

The tower is a concrete or steel structure of a tubular or cylindrical shape. The tower and 

the foundation require should be designed and fabricated properly to support the weight of the 

nacelle and the rotor blades, as well as the mechanical turbulence associated with wind and the 

blades in converting wind energy to electricity. 
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2.2.3 Nacelle 

The nacelle holds all the machinery systems associated with the WEC system such as 

rotor blades, gearbox, generator, and yaw mechanism. The nacelle can rotate and follow the wind 

speed direction with the help of a yaw mechanism. 

2.2.4 Pitch Mechanism 

The pitch mechanism in WEC system allows the rotation of the blades on their longitudinal 

axis. Thus, it can alter the aerodynamic characteristics of WEC system by adjusting the angle of 

attack of the blades with respect to the wind. Hence, the pitch mechanism provides control over 

the captured power so as to improve conversion efficiency, as well as to protect the WEC system 

from mechanical damage due to high-speed wind flow. When below the rated wind speed, the pitch 

angle is usually set to zero and the rotor speed is controlled to capture the maximum wind energy. 

However, when the wind speed is beyond a rated value, the pitch angle is adjusted to cut down the 

extra power so as to protect the WEC system from mechanical damage. The maximum pitch angle 

is usually between 20 and 25 degrees. Mechanical brakes are applied to shut down the power 

production due to excessively high wind speed.  

     2.2.5 Gearbox 

The gearbox is used in the WEC system to match the lower rotational speed of the rotor 

blades and the higher rotational speed of the generator.  The gearbox conversion ratio or gear ratio 

(𝐺𝑟) can be calculated as 

𝐺𝑟 =
𝑛𝑔

𝑛𝑡
=
(1 − 𝑠)60𝑓𝑠

𝑃𝑛𝑡
                                                             (2.1) 

where s is the slip of the generator used, 𝑓𝑠 is the frequency of the stator in Hz, P is the number of 

pole pairs of the generator, 𝑛𝑔 and 𝑛𝑡 are generator and turbine rated speed in rpm, respectively. 

2.2.6 Coupling and Mechanical Brake 

The mechanical brake is generally placed on the high-speed shaft in a WEC system 

between the gearbox and the generator. The brake is used in aerodynamic power control (stall or 

pitch) so as to shut down the turbine during times of excessively high winds or to keep the turbine 

in a parked mode for repairs and maintenance. 
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 2.2.7 Yaw Drive 

The yaw drive is used for the effective operation of the horizontal-axis WEC system. 

It helps to adjust the rotor facing in the direction of wind flow to produce maximum electric energy 

during the operation of WEC system. 

2.2.8 Sensors 

The pitch/stall and yaw control mechanism require the measured value of wind speed as 

well as wind direction. Hence, appropriate sensors are used to actuate and process different 

quantities in WEC system. Typical sensors used in WEC system include speed sensors, electrical 

voltage, current and power sensors, pitch position sensors, vibration sensors, hydraulic pressure 

sensors, and temperature and oil level indicators.  

2.2.9 Power Electronic Converters 

The power electronic converters are applied in the WEC system to process the electrical 

power generated from the wind turbine. The power electronic converters use electronic switches 

to convert AC power to DC (or vice versa), and to process and supply power to the grid or load. 

Different types of power converters can be used based on the configuration, rating and modes of 

operation, that is off-grid or grid connected operation of WEC system. The more description of 

converters used in WEC system will be discussed in subsection 2.9  in this chapter.  

2.2.10 Generator 

The generator is an essential component of WEC system and has the function of producing 

electric energy from wind flow. A typical WEC system uses IMs as the generator, that is, cage rotor 

IMs or wound rotor IMs. Permanent magnet synchronous machines are also employed in WEC 

system.  

2.3 Power Characteristic Equations of Wind Turbines 
This section discusses the power and torque generated by a WEC system by applying 

different mathematical models, which will be applied in system control discussed in Chapters 4 

and 5. The WEC system converts kinetic energy of the wind into electrical energy. The mechanical 
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power produced through the rotation of the blades of a wind turbine is a function of the kinetic 

energy of the air mass flowing through the turbine, formulated as [105] 

𝑃𝑤𝑖𝑛𝑑 =
𝐸𝑘
𝑡
=

1
2𝑚𝑣𝑤

2

𝑡
=

1
2 𝜌𝐴𝑑𝑣𝑤

2

𝑡
=
1

2
𝜌𝐴𝑣𝑤

3 =
1

2
𝜌𝜋𝑅2𝑣𝑤

3                         (2.2) 

where 𝜌 is air density; A represents the swept area of the air flow; R is the radius of the blades; and 

vw  is the velocity of the wind.  

The mechanical power (𝑃𝑚) converted from the wind flow can be estimated as  

𝑃𝑚 = 𝐶𝑃𝑃𝑤𝑖𝑛𝑑 =
1

2
𝐶𝑃𝜌𝜋𝑅

2𝑣𝑤
3                                                           (2.3) 

where 𝐶𝑝  is the power coefficient of the WEC system. The parameter CP depends on the tip speed 

ration (λ) and pitch angle (β), which can be expressed as 

𝐶𝑝 = 𝑐1 (
𝑐2
𝜆𝑖
− 𝑐3𝛽 − 𝑐4) e

−𝑐5
𝜆𝑖                                                (2.4) 

where 𝜆𝑖 is related to λ through the following equation: 

1

𝜆𝑖
=

1

𝜆 + 0.08𝛽
−
0.035

1 + 𝛽3
                                                        (2.5) 

The values of 𝑐1to 𝑐5 are estimated empirically.  The term tip speed ratio can be estimated from 

the angular speed (𝜔) of the generator rotor and wind velocity vw  as [105]  

𝜆 =
𝜔𝑅

𝑣𝑤
                                                                                      (2.6) 

The optimum limit of wind power utilization was first discovered theoretically by Betz, 

which is known as Betz limit [102]. According to Betz, maximum 59% of the wind power could 

be utilized by a WEC system; hence the maximum value of 𝐶𝑝 can be 0.59. The usual value of  𝐶𝑝 

for a WEC system can be within the range of 0.2 to 0.5, depending on the 𝜆 and 𝛽 [101]. Hence, 

the wind turbine electromechanical torque (𝑇𝑒𝑚) can be calculated as [105]  

𝑇𝑒𝑚 =
𝑃𝑚
𝜔
=
1

2

𝐶𝑃𝜌𝜋𝑅
2𝑣𝑤

3

𝜆
           (N.m)                                         (2.7) 

2.4 Configurations of Grid-connected WEC System  
There are four typical types of grid-connected WEC system configurations [104]: 
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(1) Fixed-speed WEC system configuration; 

(2) Limited speed control-based WEC system configuration; 

(3) Partial scale converter-based WEC system configuration; 

(4) Full capacity converter-operated WEC system configuration. 

These configuration properties are discussed briefly below.  

2.4.1 Fixed-Speed WEC System Configuration 

Fixed-speed WEC system utilizes a squirrel cage induction generator (SCIG), which is 

connected to the grid through a transformer, as shown in Fig. 2.3. A soft starter is used to limit 

high in-rush currents at the time of starting in this configuration; however, the soft starter is 

bypassed after the system has started. A capacitor bank is used to provide the reactive power and 

voltage support for the system. Three basic control configurations are applied in fixed-speed wind 

turbines, namely, stall control, pitch control and active stall control. This configuration is simple 

and robust for low power applications. In addition, the system is also cost effective. However, 

there is no flexibility to control the speed of the SCIG, which limits the control of power flow to 

the grid. This system is also known as Type-1 configuration of WEC system.    

Gear

Grid

Capacitor bank

Soft starterSCIG

Transformer

 
Fig. 2.3 Fixed speed WEC system configuration [104]  

 

2.4.2 Limited-Speed Control-based WEC System Configuration 

This configuration (Type-2) is mostly similar to the previous (Type-1) configuration; 

however, the rotor speed can be controlled in this WEC system configuration with the help of a 

variable resistor box as indicated in Fig. 2.4. This configuration utilizes a wound rotor induction 
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generator (WRIG) and allows 10% variations of speed adjustment through the variable resistors 

[106]. Although this configuration of WEC system allows limited control of power flow to the 

grid, the variable resistor introduces power loss. 

 

Gear

Grid

Capacitor bank

Soft starter

WRIG

Variable resistance

Transformer

 

Fig. 2.4 Limited speed control-based WEC system configuration [104]  
 

 

2.4.3 Partial Scale Converter based WEC System Configuration 

This arrangement (Type-3) utilizes a doubly fed induction generator (DFIG) to convert 

wind energy to electricity, as depicted in Fig. 2.5. The stator side of the DFIG is directly connected 

to the grid, and the rotor side of the machine is connected through a back-to-back converter [106]. 

The rotor side connection allows the control of bi-directional power flow between the WEC system 

and the grid. This system allows 30% variations of rotor speed with an improved dynamic 

performance compared to Type-1 and Type-2 configurations. This configuration is more reliable 

and cost effective as it allows a partial-rated power converter for the operation, which is 

extensively used in the large wind farms. However, the Type-3 system needs a more complex 

control system and has high start-up costs.  
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Grid
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converter

DFIG
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AC

DC

DC

Transformer

 

Fig. 2.5 Partial scale converter-based WEC system configuration [104]  
 

2.4.4 Full Capacity Converter Operated WEC System Configuration 

This is Type-4 WEC system configuration as demonstrated in Fig. 2.6. The WEC system 

converter allows 100% variation of rotor speed; hence it can be considered as a full variable speed 

wind turbine [106]. Moreover, this configuration can be operated by different types of generators 

like WRIG, wound rotor synchronous generator (WRSG), permanent magnet induction generator 

(PMSG), etc. This type of WEC system is connected to the grid through a converter and 

transformer and allows full control of power flow between WEC system and the grid. However, 

the full-scale power converter makes the system more vulnerable to continuous operation of WEC 

system and more expensive compared to other types of WEC system configurations.  

Gear

Grid

PMSG/WRSG/WRIG

Back to back 
converter

AC

AC

DC

DC

Transformer

 
Fig. 2.6 Full capacity converter operated WEC system configuration [104]  

 

In summary, among the aforementioned WEC system configurations, DFIG-based WEC 

system configuration has advantages of variable speed wind generation, fractional-sized converter, 

and flexible and bi-directional real and reactive power transfer capabilities. In addition, the DFIG 
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configuration is cheap in price due to the use of fractional-sized converters, and more reliable for 

continuous operation of WEC system because the system is not fully dependent on power 

electronic devices [43], [56], [107]. Therefore, this research will focus on DFIG-based WEC 

system. 

2.5 Mathematical Model of DFIG 

The steady-state equivalent circuit, space vector model and the decoupled model of the 

DFIG will be discussed in this section, which will be used in the proposed DTF control techniques 

discussed in Chapters 4 and 5. 

2.5.1 Steady State Equivalent Circuit of DFIG 

The steady-state equivalent circuit of the DFIG is presented in Fig. 2.7, where the rotor 

quantities are referred to the stator side. 

Rs Rr/sjXs jXr

jXm
Vs Vr/sVm

Im

Is Ir

 
Fig. 2.7 Steady-state equivalent circuit of the DFIG 

 

In the steady-state equivalent circuit of DFIG, the relationship between the related ?? 

quantities and components can be formulated as [108]  

𝑣𝑠 = 𝑖𝑠𝑅𝑠 + 𝑗𝑋𝑠𝑖𝑠 + 𝑣𝑚                                                        (2.8)  

𝑣𝑟/𝑠 = 𝑖𝑟𝑅𝑟 + 𝑗𝑋𝑟𝑖𝑟 + 𝑣𝑚                                                 (2.9)  

 𝑖𝑚 = 𝑖𝑠 + 𝑖𝑟                                                                         (2.10) 

where 

𝑣𝑠 and 𝑣𝑟 — stator side phase voltage and rotor side phase voltage (V)  

𝑅𝑠 and 𝑋𝑠 — stator side resistance and reactance (Ω) 

𝑅𝑟 and 𝑋𝑟 — rotor side resistance and reactance (Ω) 
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𝑋𝑚 — magnetizing reactance (Ω)  

s — generator slip 

𝑖𝑠 and 𝑖𝑟 — stator and rotor side current (A) 

𝑖𝑚 —magnetizing current (A)  

2.5.2 Space Vector Model of DFIG  

The space vector model illustrates the relationship between different quantities of WEC 

system and the parameters of DFIG systems. The construction of the vector components depends 

on the reference frames selected for analysis. For example, if ‘abc’ reference frame is selected, 

then the stator voltage vector �̅�𝑠 becomes [109]  

�̅�𝑠  = [

𝑣𝑠𝑎
𝑣𝑠𝑏
𝑣𝑠𝑐
]                                                                           (2.11)                                                                    

where  

𝑣𝑠𝑎 , 𝑣𝑠𝑏 , 𝑣𝑠𝑐— phase voltages for stator (V) 

Similarly, if d-q-axis reference frame is selected, then stator voltage vector will become: 

�̅�𝑠  = [
𝑣𝑠𝑑
𝑣𝑠𝑞
]                                                                                (2.12)                                                                   

where  

𝑣𝑑𝑠 , 𝑣𝑞𝑠 —  d-q axis comments of �̅�𝑠 

The other vector representations depend on the selection of reference frames. The voltage 

for the stator and rotor of the generator in a selected reference frame can be represented by 

�̅�𝑠 = 𝑅𝑠𝑖�̅� + 𝑝�̅�𝑠 + 𝑗𝜔�̅�𝑠                                                           (2.13) 

�̅�𝑟 = 𝑅𝑟𝑖�̅� + 𝑝�̅�𝑟 + 𝑗(𝜔 − 𝜔𝑟)�̅�𝑟                                              (2.14) 

where  

�̅�𝑠, �̅�𝑟— voltage vectors for stator and rotor (V) 

𝑖�̅�, 𝑖�̅�— current vectors for stator and rotor (A) 

 �̅�𝑠, �̅�𝑟 − flux-linkage vectors for stator and rotor (Wb) 

Rs, Rr — winding resistances for stator and rotor (Ω) 

𝜔 — rotating speed of the selected reference frame (rad/sec) 
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𝜔𝑟— electrical angular speed for the rotor (rad/sec) 

𝑝 — derivative operator 

The equation of electromagnetic torque (𝑇𝑒𝑚) is given by 

𝑇𝑒𝑚 =
3𝑃

2
𝐼𝑚(𝑗�̅�𝑠𝑖s̅)                                                           (2.15) 

P — number of pole pairs 

The flux linkage vector �̅�𝑠 and �̅�𝑟 can be represented as [101]  

�̅�𝑠 = (𝐿𝑙𝑠 + 𝐿𝑚)𝑖�̅� + 𝐿𝑚𝑖�̅� = 𝐿𝑠𝑖�̅� + 𝐿𝑚𝑖�̅�                           (2.16)  

�̅�𝑟 = (𝐿𝑙𝑟 + 𝐿𝑚)𝑖�̅� + 𝐿𝑚𝑖�̅� = 𝐿𝑚𝑖�̅� + 𝐿𝑟𝑖�̅�                          (2.17)  

where 

𝐿𝑠 = 𝐿𝑙𝑠 + 𝐿𝑚 - self-inductance of the stator (H) 

𝐿𝑟 = 𝐿𝑙𝑟 + 𝐿𝑚 - self-inductance of the rotor (H) 

𝐿𝑙𝑠, 𝐿𝑙𝑟- leakage inductances of stator and rotor (H) 

𝐿𝑚- mutual inductance (H) 

 Fig. 2.8 shows an equivalent circuit of DFIG in the arbitrary reference frame, rotating in 

space at the angular speed 𝜔. 

Rs RrLls Llr

jXm
Vs VrVm
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Is Ir

jωψs
j(ω-ωr)ψs

pψs pψr

 
Fig. 2.8 Space vector equivalent circuit of DFIG in the arbitrary reference frame [103]  

 

2.5.3 Decoupled Model (d-q-Axis Model) of DFIG  

The decoupled model of the DFIG is also known as d-q-axis model, which can be 

obtained by selecting d-q-axis reference frame and decomposing the space vector components of 

the DFIG into d- q- axis comments, such as [101] 

�̅�𝑠 = 𝑣𝑑𝑠 + 𝑗𝑣𝑞𝑠 

𝑖�̅� = 𝑖𝑑𝑠 + 𝑗𝑖𝑞𝑠 
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 �̅�𝑠 = 𝜓𝑑𝑠 + 𝑗𝜓𝑞𝑠 

�̅�𝑟 = 𝑣𝑑𝑟 + 𝑗𝑣𝑞𝑟 

𝑖�̅� = 𝑖𝑑𝑟 + 𝑗𝑖𝑞𝑟 

�̅�𝑟 = 𝜓𝑑𝑟 + 𝑗𝜓𝑞𝑟 

where  

𝑣𝑑𝑠 , 𝑣𝑞𝑠 —  d-q- axis comments of �̅�𝑠 

𝑖𝑑𝑠, 𝑖𝑞𝑠 —  d-q- axis comments of 𝑖�̅� 

𝜓𝑑𝑠 , 𝜓𝑞𝑠—  d-q- axis comments of �̅�𝑠 

𝑣𝑑𝑟 , 𝑣𝑞𝑟—  d-q- axis comments of �̅�𝑟 

𝑖𝑑𝑟 , 𝑖𝑞𝑟 —  d-q- axis comments of 𝑖�̅� 

𝜓𝑑𝑟 , 𝜓𝑞𝑟—d-q- axis comments of �̅�𝑟 

Substituting these d-q-axis components into Equations (2.13) and (2.14), and separating 

the real and imaginary parts, the following equations are established as 

𝑣𝑑𝑠 = 𝑅𝑠𝑖𝑑𝑠 + 𝑝𝜓𝑑𝑠 − 𝜔𝜓𝑞𝑠                                                         (2.18) 

𝑣𝑑𝑟 = 𝑅𝑟𝑖𝑑𝑟 + 𝑝𝜓𝑞𝑠 + 𝜔𝜓𝑑𝑠                                                        (2.19) 

𝑣𝑑𝑟 = 𝑅𝑟𝑖𝑑𝑟 + 𝑝𝜓𝑑𝑟 − (𝜔 − 𝜔𝑟)𝜓𝑞𝑟                                         (2.20) 

𝑣𝑞𝑟 = 𝑅𝑟𝑖𝑞𝑟 + 𝑝𝜓𝑞𝑟 + (𝜔 − 𝜔𝑟)𝜓𝑑𝑟                                         (2.21) 

The d-q-axis flux linkages are obtained from Equations (2.16) and (2.17) as follows 

𝜓𝑑𝑠 = (𝐿𝑙𝑠 + 𝐿𝑚)𝑖𝑑𝑠 + 𝐿𝑚𝑖𝑑𝑟 = 𝐿𝑠𝑖𝑑𝑠 + 𝐿𝑚𝑖𝑑𝑟                     (2.22) 

𝜓𝑞𝑠 = (𝐿𝑙𝑠 + 𝐿𝑚)𝑖𝑞𝑠 + 𝐿𝑚𝑖𝑞𝑟 = 𝐿𝑠𝑖𝑞𝑠 + 𝐿𝑚𝑖𝑞𝑟                      (2.23) 

𝜓𝑑𝑟 = (𝐿𝑙𝑟 + 𝐿𝑚)𝑖𝑑𝑟 + 𝐿𝑚𝑖𝑑𝑠 = 𝐿𝑟𝑖𝑑𝑟 + 𝐿𝑚𝑖𝑑𝑠                   (2.24) 

𝜓𝑞𝑟 = (𝐿𝑙𝑟 + 𝐿𝑚)𝑖𝑞𝑟 + 𝐿𝑚𝑖𝑞𝑠 = 𝐿𝑟𝑖𝑞𝑟 + 𝐿𝑚𝑖𝑞𝑠                    (2.25) 

where 
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𝐿𝑙𝑠— Self-inductance related to stator 

𝐿𝑙𝑟— Self-inductance related to rotor 

𝐿𝑚— mutual inductance between stator and rotor winding 

 Hence, the electromagnetic torque Tem can be formulated as 

𝑇𝑒𝑚 =
3𝑃

2
(𝑖𝑞𝑠𝜓𝑑𝑠 − 𝑖𝑑𝑠𝜓𝑞𝑠) =

3𝑃𝐿𝑚

2
(𝑖𝑞𝑠𝑖𝑑𝑟 − 𝑖𝑑𝑠𝑖𝑞𝑟) =

3𝑃𝐿𝑚

2(𝐿𝑠𝐿𝑟−𝐿𝑚
2 )
(𝜓𝑑𝑟𝜓𝑞𝑠 − 𝜓𝑑𝑠𝜓𝑞𝑟)   (2.26)  

Fig. 2.9 shows the d-q axis equivalent circuit of DFIG in the arbitrary reference frame, 

rotating in space at the angular speed 𝜔. 

(a) 
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Fig. 2.9 The d-q axis equivalent circuits of DFIG: (a) d-axis, (b) q-axis. 
 

2.6 Operation and Control of WEC System 

The WEC system incorporates wind turbine blades, drive train, IM, converters, and other 

supplementary components to generate electric power. WEC system operation can be separated 

into four operating regions based on the wind speed variation, as illustrated in Fig. 2.10.  
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Fig. 2.10 Regions of WEC system operations [86]  

In Region-I, the wind speed is very low and is not favorable to generate electric power. 

Region-II is a partial load region whereby power production begins when the wind speed is higher 

than the threshold cut-in speed (Vcut-in). Power production increases with the rise in wind speed 

until the rated velocity Vrated, whereby the rated power production is obtained. Region-III begins 

at the rated speed Vrated and the WEC system operates at full load with the rated power production. 

If the wind speed goes higher than the cut-out speed (Vcut_out), the system will shut down to prevent 

mechanical damage to the WEC system. Therefore, the power production will be terminated as 

indicated in Region-IV. 

A conventional wind turbine control system is illustrated in Fig. 2.11. The torque controller 

operates in Region-II to generate maximum power from the wind at variable speeds. The pitch 

controller is applied to manipulate the blade pitch when the wind speed is greater than Vrated. The 

system continues to run in Region-III at the rated speed up to the wind speed Vcut-out. The objective 

of the pitch control is to reduce extra wind power and maintain the rated power production at full 

load operation in Region-III. The yaw control is used to set the wind turbine towards the direction 

of wind. The proposed ANF and INF based DTF control techniques in this work aim to control the 

WEC systems operating in Region-II. 
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Fig. 2.11 Conventional wind turbine control system [86]  

2.7 Power Converters 

Several types of power converters can be used in WEC system considering the 

configuration, size and rating of the WEC system, as well as the cost. The power converters 

basically process the current, voltage and system frequency to make them compatible with load or 

grid side supply. Some commonly used power converters for WEC system are briefly discussed 

below.   

2.7.1 Soft Starter 

Soft starter-based power converters are used in Type-1 and Type-2 configurations of WEC 

system. This converter uses two back-to-back thyristor structures to process the AC power using 

the firing angle control of the thyristors. This converter ensures smooth operation at low power 

applications [103].  

2.7.2 Diode Rectifier 

The three-phase full bridge diode rectifiers are occasionally used in WEC system for power 

processing because the rectifier is cost effective and requires no additional control operations. 

Diode rectifiers are commercially available and can easily be connected to the DC bus system 

[103]. 
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2.7.3 The Back-to-back Voltage Source Converter  

The back-to-back pulse width modulation (PWM) voltage source inverter allows bi-

directional power flow between WEC system and grid side. Hence, they are frequently used in 

WEC system of high-power applications. The Type-3 and Type-4 configurations predominantly 

use this configuration, which has a major advantage of capacitor decoupling. This capacitor 

decoupling allows independent control of both converters considering the requirements of grid and 

WEC system sides. However, the configuration introduces more switching losses as they require 

more power electronic switches on both sides of rotor and grid side. As the research focuses on 

DFIG based configurations of WEC systems, the back-to-back converters are selected for the WEC 

system (described in Chapters 4-5).  

 
Fig. 2.12 Configuration of back-to-back PWM-VSI converter topology [110]  

2.7.4 Matrix Converter 

The matrix converter can provide robust performance by connecting the desired input current and 

voltage to the output terminals of the converter using the switching frequency. This converter has 

a higher operation efficiency compared to the back-to-back voltage source inverters due to having 

no decoupling through capacitor [101].   

2.7.5 Multilevel Converter 

The multilevel converter has the advantages of higher voltage capability and lower 

harmonic in output voltage. Hence, it has a good potential to be used in large-scale WEC system. 

However, a multilevel converter has higher switching losses, inequal curt stress among the 

switches used, etc. Fig. 2.13 shows a typical arrangement of the multilevel converter [110]. 
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Fig. 2.13 Configuration of multilevel converter topology  

 

2.8 Construction and Operation of IMs 

IMs convert electrical energy into mechanical energy through the principles of 

electromagnetic induction [111]. An IM has two main parts of operation: the stator and the rotor. 

The stator is a stationary part consisting of stator windings placed systematically in the slots of the 

IMs. The stator slots are made of steel or cast-iron frames and have high permeable steel lamination 

inside the frame. On the other hand, the rotor of the IM is a rotating part, which can be a cage rotor 

or wound rotor by construction. The cage rotor structure applies copper or aluminium conductor 

bars that are embedded in semi-closed slots of a laminated rotor core. To form a closed path for 
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the current flow, both ends of the rotor bars are shorted using end rings. The current flowing 

through this short path causes a magnetic field in the rotor, which makes the rotor rotate by 

interacting with the stator’s magnetic field. 

 
Fig. 2.14 Structure of an IM [111]  

 

In an IM, a rotating magnetic field is created from a three-phase power supply when the 

IM is in operation. The speed of the rotating field is known as synchronous speed. When the rotor 

bars of the cage rotor are placed into the rotating field, an electromotive force (EMF) is induced 

in the rotor slots according to the law of electromagnetic induction [112]. The induced EMF causes 

a current flow through the rotor bars, as the bars are shorted through a slip ring. The current 

carrying conductors placed in rotating field created by stator causes the production of a mechanical 

force, which cause the rotor to rotate. Thus, the electric energy propagates through a magnetic 

medium to the rotor and is converted to mechanical energy or rotation.  

In practical and industrial applications, an IM is characterized by two terms: slip and 

synchronous speed. The synchronous speed (ns) is the speed of the rotation field, which depends 

on supply line frequency (fl) and number of poles (P) of the IM, or 

𝑛𝑠 = 120 ×
𝑓𝑙
𝑃
                                                              (2.27) 

The rotor always tries to catch the synchronous speed; however, it can never reach it. 

Hence, the slip of an IM can be estimated, considering the difference between the rotor speed and 

synchronous speed, such that  
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𝑠 =
𝑛𝑠 − 𝑛𝑟
𝑛𝑠

                                                                    (2.28) 

where nr is the rotor speed and s is the slip of the IM. 

2.9 Faults in IMs 

It is essential to detect the faults reliably at the early stage of IM’s operation to ensure the 

production accuracy, reliability and safety of the machine.  The common IM defects can occur are 

in stators, rolling element bearings and rotors bars [113]. However, as discussed in Section 1.2.1 

of Chapter 1, the BRB fault can cause severe damage of the IM if not being detected properly at 

the early stage. In addition, it is challenging to detect the BRB fault reliably as  the RBR fault 

characteristic features could be time-varying in nature. Hence, this work will focus on fault 

detection in IM rotor bars.  

2.9.1 BRB Faults of IMs 

BRB faults can significantly affect the IM’s performance. A BRB fault may cause 

imperfection such as unbalanced currents, fluctuation of torque, extra power loss, sparks, and 

reduction of average torque. BRB faults also increase vibration and acoustic noise and cause extra 

stress on IMs. When a rotor bar breaks, the adjacent bars have to carry more current, which can 

cause extra thermal and mechanical stress on those bars. Consequently, these adjacent rotor bars 

may also be damaged quickly. Thus, early recognition of rotor bar faults can prevent IM 

performance degradation or even catastrophic failures [17].  Fig. 2.15 shows a typical scenario of 

BRB fault, which can be caused by several reasons such as: 

(1) manufacturing defects 

(2) thermal stresses 

(3) mechanical stress caused by bearing faults 

(4) frequent starts of the motor at rated voltage 

(5) metal fatigue of the rotor bar. 
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Fig. 2.15 A BRB fault [114]  

 

BRB fault detection can be undertaken using different information carriers. However, 

MCSA could be the most commonly used technique to detect BRB faults due to its relative ease 

of measurement and higher signal-to-noise ratio for BRB fault detection [17]. This work will be 

based on MCSA for IM BRB fault detection. The characteristic frequency of the BRB fault fk can 

be computed by 

𝑓𝑘 = (1 ± 2𝑘𝑠) × 𝑓0                                                       (2.29) 

where f0 is the power line frequency in Hz, and s is the slip and k=0, ±1,±2. . . . ..  

2.9.2 Other Faults of IMs 

(1) Rolling element bearing faults 

Rolling element bearing faults could be the most common defects in IMs. Rolling element 

bearings have three principal components: inner race, outer race and rolling balls. Hence, defects 

can occur in any of these bearing elements. Bearing faults can cause extra vibration and increase 

wear and tear [115]. 

(2) Stator short circuit turns 

Stator winding faults usually occur due to damage to the insulation in stator winding [14]. 

This fault starts within a coil by an inter-turns short circuit. This type of fault can result in extra 

heating and destruction of the surroundings due to the asymmetry among the three phases of the 

stator of IM. 
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(3) Air gap eccentricity 

Air gap eccentricity is a defect in IMs, which is caused by the asymmetric distance between 

a rotor and a stator. This type of defect can increase mechanical vibration, insulation degradation 

and unbalanced magnetic pull rotor-stator rubbing [14]. 

2.10 Chapter Conclusion 

This chapter discusses the mathematical modeling, configurations and control of the WEC 

systems. The decoupled mathematical model of DFIG is presented  in detail, which will be utilized 

to design and implement the intelligent controller for WEC systems as discussed in the following 

chapters. Different IM structures and fault conditions are also discussed in this chapter, including 

the cause and effect of BRB faults, as well as the motivations of fault tolerant control.  
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Chapter 3 

An Enhanced EMD Technique for Broken Rotor Bar Fault 

Detection in Induction Machines 

In order to improve the accuracy of signal processing-based broken rotor bar (BRB) fault 

detection of IM, an enhanced EMD (EEMD) technique is proposed in this chapter to recognize 

representative features from current signals for IM fault detection, specifically for BRB fault 

detection. The effectiveness of the proposed EEMD technique is verified experimentally. 

3.1 Theoretical Analysis of the Proposed EEMD Technique 

The proposed EEMD technique consists of the following processing steps: selection of 

targeted IMFs, OAMF-based spectral analysis, and postprocessing for IM BRB fault detection. 

Fig. 3.1 presents the processing block diagram of the proposed EEMD technique. The relevant 

theories are discussed in this section. Additionally, the proposed MWOA technique is also 

systematically outlined in this section. 

3.1.1. Overview of EMD-based BRB Fault Detection  

As discussed in the introduction, BRB faults can be detected using different information 

carriers, and this work will be based on MCSA. If one or more IM rotor bars are broken, the 

symmetry of the cage winding rotor will be affected as the BRBs are unable to carry the original 

current. Consequently, a backward rotating field is created in the IM. Additionally, extra sidebands 

would be formed on the MCSA spectrum because extra vibration can be induced in the stator 

current. As a result, the characteristic frequency of the BRB fault fc can be computed by [17]. 

𝑓𝑐 = 𝑓𝐵 × (1 ± 2𝑘𝑠)                                                              (3.1) 

where and s is the slip of the rotor calculated as  

𝑠 =
𝑛𝑠 − 𝑛𝑟
𝑛𝑠

                                                                            (3.2) 

where ns and nr represent the synchronous and the rotor speed in rpm, fB is the fundamental/basic 

line frequency in Hz, k = 0, 1, 2…   is the harmonic integer. IM BRB fault detection is a process to 
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recognize fc related representative features. 
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and  ΔSF-u
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IMFu+1 and set 

u=u+1

No

Yes

End
 

Fig 3.1 Operation flowchart of the proposed EEMD technique. 

 

The EMD algorithm decomposes the original signal x(t) into N IMFs and a residual or 

𝑥(𝑡) =∑𝑦𝑖(𝑡)

𝑁

𝑖=1

+ 𝑟(𝑡)                                                     (3.3) 

where 𝑦𝑖(𝑡) is the ith IMF and r(t) is the residue. The processing starts from the identification of 

upper and lower value envelopes Emax and Emin from local maxima and minima of the original 

signal. The computation of the IMF starts by calculating the mean value �̅� : 

�̅�(𝑡) =  
𝐸𝑚𝑎𝑥 + 𝐸𝑚𝑖𝑛

2
                                                            (3.4) 

This mean value �̅�(𝑡) is subtracted from the original signal x(t) to get a new signal 𝑔1 

𝑔1 = 𝑥(𝑡) − �̅�(𝑡)                                                                  (3.5)                              
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To become an IMF, 𝑔1  must satisfy the following two conditions: 

(1) The difference between the number of extrema and the number of zero-crossings points is 

either 0 or 1.  

(2) The mean value of the envelope due to the local maxima and local minima is zero. 

If 𝑔1  cannot satisfy these two criteria for an IMF, then x(t) is replaced by 𝑔1 and the same processes 

are repeated until the first IMF, IMF1, is found, and  then IMF1:= 𝑔1 and residual r(t)= x(t) - 

𝑔1 . This residual is further used as an input signal to calculate the following IMFs. The above 

procedures are repeated until the required number of IMFs are produced [1]. 

3.1.2 Proposed Similarity Function Analysis 

The phase of a real-time signal is dependent on initial switching time of the measuring unit, 

as the signal is time-varying in nature. Hence, it is difficult to estimate the similarity between a 

fixed benchmark signal and a real-time signal using classical correlation function since the 

classical correlation function is sensitive to phase difference (or phase) of the two signals [116]. 

Hence, a new similarity function (SF) is proposed, which is insensitive to the phase difference (or 

phase) between two signals. The proposed SF can estimate the similarity between a fixed 

benchmark signal and a real-time signal without considering the initial switching time. The 

proposed similarity function (SF) to assess the spectral component similarities between the signal 

of interest and the benchmark signature as 

 𝑆𝐹 =
𝑟𝑤𝑧

√𝑟𝑤𝑤. 𝑟𝑧𝑧 
                                                                   (3.6) 

where 

𝑟𝑤𝑧 = √(∑ ∑ [𝑤(𝑛) × 𝑧(𝑛 − 𝑙)]2

𝑁𝑇

𝑙=−𝑁𝑇

𝑙

𝑛=−𝑙

) 

𝑟𝑤𝑤 = √(∑ ∑ [𝑤(𝑛) × 𝑤(𝑛 − 𝑙)]2

𝑁𝑇

𝑙=−𝑁𝑇

𝑙

𝑛=−𝑙

) 
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𝑟𝑧𝑧 = √(∑ ∑ [𝑥(𝑛) × 𝑧(𝑛 − 𝑙)]2

𝑁𝑇

𝑙=−𝑁𝑇

𝑙

𝑛=−𝑙

) 

where w(n) and z(n) are the two signals to be compared; 𝑙 = ±1,±2,…± 𝑁𝑇; 𝑁𝑇 is the total 

number of samples in w(n) and z(n). For example, assume a benchmark monotonic current signal 

w(n) having power line frequency, expressed as 𝑤(𝑛) = 𝑊𝑐𝑜𝑠(2𝜋𝑞𝑛 + 𝜑), where W is the 

amplitude of w(n); q=f/fs, f= 60 Hz and fs is the sampling frequency; z(n) is the measured current 

signal; Cwz denotes the cross-correlation between w(n) and z(n); 𝜑 is the phase difference between 

w(n); and z(n). Fig. 3.2 illustrates the proposed similarity function SF and Cwz corresponding to 

phase differences between the w(n) and z(n). It is evident that the proposed SF is not sensitive to 

the phase variations between the two signals, or SF is independent of the starting time of measured 

current signal, which makes it more efficient for correlation analysis.  

 

 
Fig. 3.2 SF and Cwz in terms of phase differences (φ). 

3.1.3 Implementation of the Proposed EEMD Technique 

The selection of the representative IMFs and the termination procedure of the proposed 

EEMD technique is performed considering the value of ΔSF-u, which can be calculated as 

∆𝑆𝐹−𝑢 = 𝑆𝐹−𝑢 − 𝑆𝐹−𝑢+1                                               (3.7) 

where 𝑆𝐹−𝑢 and 𝑆𝐹−𝑢+1 indicate the similarity of IMFu and IMFu+1 with the benchmark signature, 

respectively, which will be calculated using Equation (3.6), u indicates the order of IMF. If the 
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value of ∆𝑆𝐹−𝑢 is less than a threshold, the IMF generation process will be terminated. The 

selection of threshold value for ∆𝑆𝐹−𝑢 will be discussed in the next section. The operation of 

OAMF and post-processing function 𝐹𝑃 will be discussed systematically in the next subsections. 

3.1.4 Proposed Adaptive Multiband Filter Technique 

When one or more IM rotor bars is broken, it may result in sideband spectral components 

around the basic frequency fB on the MCSA spectrum due to asymmetric magnetic field 

distribution. These sidebands could contain characteristic frequency components, as specified in 

Equation (3.1). However, these sideband spectral components are usually sensitive to loading and 

speed of the machine. Consequently, an OAMF technique is proposed in this section to recognize 

the characteristic spectral components to detect IM fault without reconstructing the original signal. 

This filter operation applies an adaptive bandwidth windowing function to process the data 

associated with characteristic spectral components. The bandwidth of the adaptive window for 

OAMF is determined based on the slip and the order of the characteristic frequency to enhance the 

characteristic spectral peaks.  

To facilitate analysis, represent fc in Equation (3.1) by 𝑓𝑐𝑘±. Consequently Equation (3.1) can be 

expressed as  

𝑓𝑐𝑘± = 𝑓𝐵(1 ± 2𝑘𝑠)                                                  (3.8) 

where 𝑓𝑐𝑘± characteristic sideband frequency; k = 1, 2,...., N, and N is the order of sideband; ‘±’ 

denote the upper and lower sidebands, respectively. The bandwidth (Δfck) of the adaptive window 

can be estimated by 

∆𝑓𝑐𝑘 =
𝑠 × 𝛽

2(𝑘−1)
                                                                 (3.9) 

where β is a constant relevant to current spectrums at different speed and fault levels of IM, which 

will be discussed in Section 3.3.3. It is seen from Equation (3.9) that Δfck can alter its value 

adaptively based on the value of slip s and sideband k. The upper and lower range of frequencies 

(fck±_U and fck±_L) for the windowing can be determined by 

𝑓𝑐𝑘±_𝑈 = 𝑓𝑐𝑘± + ∆𝑓𝑐𝑘                                                        (3.10) 

𝑓𝑐𝑘±_𝐿 = 𝑓𝑐𝑘± − ∆𝑓𝑐𝑘                                                         (3.11) 
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For example, for the first upper characteristic side-band frequency (k = 2), the lower and upper 

windowing functions are 

𝑓𝑐2+_𝑈 = 𝑓𝑐2+ + ∆𝑓𝑐2 = 𝑓𝑐2+ +
(𝑠 × 𝛽)

2
 

𝑓𝑐1+_𝐿 = 𝑓𝑐2+ − ∆𝑓𝑐2 = 𝑓2+ −
(𝑠 × 𝛽)

2
 

So, the proposed adaptive windowing functions Wck± are formulated as 

Wck±=α ([1+𝑒−𝑎(𝑓−𝑓𝑐𝑘±_𝐿)]
-1

-[1+𝑒−𝑎(𝑓−𝑓𝑐𝑘±_𝑈)]
-1
)                    (3.12) 

where α is the accentuation factor which indicates the amount of accentuation applied to the 

spectral values under the window. For example, for the first upper characteristic sideband (k=1) 

the adaptive window functions will be 

Wc1+=[1+e-a(f-fc1+_L)]
-1

-[1+e-a(f-fc1+_U)]
-1

 

For this analysis the value of α will be optimized using the proposed modified WOA (MWOA) 

algorithm which will be discussed systematically in the following subsection. Additionally, the 

selection of optimized value α will be discussed in Section 3.3.3. Fig. 3.3 graphically illustrates 

the window function (Wck±).  Wck± can changed adaptively based on Δfck, as well as s and k. 
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Fig. 3.3 Proposed window function 
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The spectral dataset (DS) from the MCSA can be considered mathematically as,   

𝐷𝑆 = ⨄(𝑦𝑛, 𝑓𝑛)                                                           (3.13) 

where the operator ‘⨄’ represents the combination of data points in 𝐷𝑆  ϵ ℝ2, which contains two-

dimensional data; yn is the spectral value of frequency fn on the spectrum, 𝑛 ϵ ℕ , ℕ = {0, 1, 2, … . } 

is the set of natural number. Incorporating the basic line frequency (fB), database DB can be 

represented as  

𝐷𝐵 = ⨄(𝑦𝑚1
, 𝑓𝑚1

)                                                          (3.14) 

where 𝐷𝐵𝜖ℝ2, 𝑚1ϵℕ; ym1 is the spectral value of frequency 𝑓𝑚1   on 𝐷𝐵.  

The following spectral operation is performed to construct DB as 

𝑦𝑚1
: = 𝑦𝑛 , 𝑓𝑚1

𝜖[𝑓𝐵 − 𝛿 , 𝑓𝐵 +  𝛿]                      (3.15) 

where the selection of value of 𝛿 will be discussed in Section 3.2.3.  

The datasets (Dck±) will contain the obtained characteristic frequencies, on DS such that   

𝐷𝑐𝑘± = ⨄(𝑦𝑚2
, 𝑓𝑚2

)                                                       (3.16) 

where 𝐷𝑐𝑘±ϵℝ2and 𝑚2ϵℕ; and 

𝑦𝑚2
= 𝑦𝑛𝑊𝑐𝑘±,   𝑓𝑚2

ϵ[𝑓𝑐𝑘±𝐿 , 𝑓𝑐𝑘±𝑈]                           (3.17) 

The dataset that does not contain 𝑓𝑐𝑘±, are represented as Drk± or 

𝐷𝑟𝑘± = ⨄(𝑦𝑚3
, 𝑓𝑚3

)                                                       (3.18) 

where 𝐷𝑟𝑘±𝜖ℝ2and 𝑚3𝜖ℕ. A moving average operation is undertaken to construct Drk± such that  

𝑦𝑚3 =
1

𝑛
∑𝑦𝑛−𝑖

𝑛−1

𝑖=0

,         𝑓𝑚3𝜖[𝑓𝑐(𝑘−1)±_𝑈, 𝑓𝑐𝑘±_𝐿]      (3.19) 

where yn is the spectral value of frequency fn on 𝐷𝑆 as described in Equation (3.13). 

The modified dataset DM is constructed by  

𝐷𝑀 = 𝐷𝐵 ⨁ 𝐷𝑐𝑘± ⨁ 𝐷𝑟𝑘±                                             (3.20) 

where ‘⊕’ represents the combination operation of the datasets. The steps of OAMF operation can 

be summarized as follows. 
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1) Calculate slip s using Equation (3.2). 

2) Determine 𝑓𝑐𝑘± and ∆𝑓𝑐𝑘 using Equation (3.8) and (3.9). 

3) Compute the frequency ranges fck±_U, fck±_L using Equation (3.10) and (3.11). 

4) Construct adaptive window Wck± using Equation (3.12). 

5) Construct the datasets DB, Dck±, and Drk± using Equation (3.13) to (3.19). 

6) Formulate DM using Equation (3.20). 

3.1.5 Chaotic Function-based Modified Whale Optimization Algorithm (MWOA) 

The aim of the proposed MWO method is to enhance searching capability of the global 

optima, by applying  a novel chaotic function (𝑐𝑓) for processing, presented as 

𝑐𝑓
𝑡𝑖+1 =

{
 

 ∅𝑓
𝑡𝑖+1,     − 1 ≤ ∅𝑓

𝑡𝑖+1 ≤ 1

∅𝑓
𝑡𝑖+1 − 1, ∅𝑓

𝑡𝑖+1 ≥ 1

∅𝑓
𝑡𝑖+1 + 1, ∅𝑓

𝑡𝑖+1 ≤ −1

                                                   (3. 21) 

where 

 ∅𝑓
𝑡𝑖+1 = 0.5[𝑠𝑖𝑛(𝑡𝑖 ∗ 𝑐𝑜𝑠

−1(∅𝑓
𝑡𝑖))] + 0.5 [

𝑎

4
∗ 𝑐𝑜𝑠(𝜋∅𝑓

𝑡𝑖)] ; and ti indicates the number of 

iterations. The presented function in Eq. (3.21) has two independent chaotic state generation terms 

to generate random states. It generates states randomly between [-1, 1], which is different from 

general chaotic functions over [0, 1]. In MWO method the position of the population is updated 

using either encircling prey or spiral bubble net attacking strategy. For the encircling prey strategy, 

the updating of the population is given as 

𝑥𝑖
𝑡𝑖+1 = 𝑥∗𝑡𝑖 − 2𝑐𝑓

𝑡𝑖+1. 𝐷                                                       (3.22) 

where D represents the distance between the population xt and the beat solution x*t at tth iteration, 

and r ϵ [0, 1] is a random number.   

𝐷 = |𝐶 × 𝑥∗𝑡𝑖 − 𝑥𝑡𝑖|                                                                (3.23) 

𝐶 = 2 × 𝑟                                                                             (3.24) 
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Additionally, using the spiral bubble net attacking strategy, the population is updated by 

𝐷′ = |𝑥∗𝑡𝑖 − 𝑥𝑡𝑖|                                                               (3.25) 

𝑥𝑡𝑖+1 = 𝐷′𝑒
𝑏𝑐
𝑓

𝑡𝑖+1

× cos(2𝜋𝑐𝑓
𝑡𝑖+1) + 𝑥∗𝑡𝑖                                  (3.26)  

where D’ represents the distance between the population xt and the beat solution x*t at tth iteration. 

Hence the mathematical model is formulated as 

𝑥𝑡+1 = {
𝑥∗𝑡𝑖 − 2𝑐𝑓

𝑡𝑖+1. 𝐷 ,   𝑝 < 0.5

𝐷′𝑒𝑏𝑐𝑓 × cos(2𝜋𝑐𝑓
𝑡+1) +  𝑥∗𝑡𝑖 ,   𝑝 ≥ 0.5

                  (3.27) 

where p ϵ [0, 1] is a random number.   

3.1.6 Proposed Post-processing Operation 

A new post-processing function 𝐹𝑃 is proposed to enhance feature characteristics and 

derive a fault index for automatic fault detection, defined as  

𝐹𝑃 =∑𝜃𝑢 ∑ 𝜌𝑘
𝑦𝑐𝑘 − 𝑦𝑎𝑣𝑔,𝑘

𝑦𝑓 − 𝑦𝑐𝑘

𝑛

𝑘=−𝑛
𝑘≠0

𝑈

𝑢=1

                                      (3.28) 

where 

𝑦𝑐𝑘 is the mean spectral value at 𝑓𝑐𝑘± =
𝑦𝑐𝑘+ + 𝑦𝑐𝑘−

2
, 

𝑦𝑓 is the spectral value at fundamental frequency 60 or 50 Hz,   

𝑦𝑎𝑣𝑔,𝑘 is average spectral value associated with  𝑓𝑐𝑘. 

𝜌𝑘 is the scaling factor. The selection of value for 𝜌𝑘 is discussed in Section 3.2.3.  

𝜃𝑢 represents the coefficients related to the selected IMFs estimated as 

𝜃𝑢 =
𝑆𝐹−𝑢

∑ 𝑆𝐹−𝑢
𝑈
𝑢=1

                                                                 (3.29) 

u=1, 2, …., U; U represents the number of IMFs considered for analysis. 
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3.2 Experimental Tests and Performance Analysis 

3.2.1 Effectiveness Analysis for the Proposed MWOA 

The effectiveness of the proposed MWOA is investigated comparing this algorithm to the 

classical schemes related to WOA [39] as  

Scheme 1: Classical WOA 

Scheme 2: Chebyshev chaotic function based WOA 

Scheme 3: Sine chaotic function based WOA 

Scheme 4: Logistic chaotic function based WOA. 

Fifteen benchmark unimodal and multimodal functions [117] are used to investigate the 

effectiveness in terms of mean and standard deviation (SD) of optima obtained from 20 trials. 

Table 3.1 shows the details of  benchmark functions with their details; Table 3.2 shows the 

numerical representation of the comparative study. From the numerical analysis presented in Table 

3.2, it can be concluded that the proposed MWOA is able to reach global minima more effectively 

compared to the traditional schemes. For example, in case of function 6 (Michalewics function) 

the proposed MWO algorithm has the average minima of -1.807, which is closer to the global 

minima 1.8013, in comparison with the other related methods that have the respective average 

minima of -1.538, -1.732, -1.484, -1.24 for Schemes 1 to 4 respectively. Additionally, MOWA is 

more consistent compared to the other schemes in terms of reaching global optima of the 

benchmark functions, which is reflected from the lower value of SD in each case.  For example, 

for the function F6 and proposed MWO algorithm the SD is 2.22 × 10−2 whereas the values of 

SD for other related methods are 0.377, 0.083, 0.352, 0.689, respectively. Hence, the MOW 

method is more consistent compared to the other related schemes in global optimum searching. 
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Table 3.1 Details of 15 benchmark functions 

F. No.  Function Details 

F1 Branin function: 

𝑔(𝑥) = (𝑥1 −
5

4𝜋2
𝑥1
2 +

5

𝜋
𝑥1 − 6)

2

+ 10 (1 −
1

8𝜋
) 𝑐𝑜𝑠 𝑥1 + 10 

Search Domain: −5 < 𝑥1 < 10  and 0 < 𝑥2 < 15  

No: of local minima: No local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0.397887 

F2 Trid function: 

𝑔(𝑥) =∑(𝑥𝑖 − 1)
2

𝑛

𝑖=1

−∑𝑥𝑖𝑥𝑖−1

𝑛

𝑖=2

 

Search Domain: −𝑛2 < 𝑥𝑖 < 𝑛2 ; 𝑖 = 1, 2, … . , 𝑛 ; 𝑛 = 6 

No: of local minima: No local minima. 

Value of Global minima: 𝑔∗(𝑥) = −30 
 

F3 Zakharov function: 

𝑔(𝑥) =∑𝑥𝑖
2

𝑛

𝑖=1

+ (∑0.5𝑖𝑥𝑖
2

𝑛

𝑖=1

)

2

+ (∑0.5𝑖𝑥𝑖
2

𝑛

𝑖=1

)

4

 

Search Domain: −5 < 𝑥𝑖 < 10 ; 𝑖 = 1, 2, … . , 𝑛 ; 𝑛 = 4 

No: of local minima: No local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0 
 

F4 Sum Squares function: 

𝑔(𝑥) =∑𝑖𝑥𝑖
2

𝑛

𝑖=1
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Search Domain: −10 < 𝑥𝑖 < 10 ; 𝑖 = 1, 2, … . , 𝑛 ; 𝑛 = 10 

No: of local minima: No local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0 
 

F5 Sphere function: 

𝑔(𝑥) =∑𝑥𝑖
2

𝑛

𝑖=1

 

Search Domain: −5.12 < 𝑥𝑖 < 5.12 ; 𝑖 = 1, 2, … . , 𝑛 ; 𝑛 = 10 

No: of local minima: No local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0 
 

F6 Michalewics function: 

𝑔(𝑥) = −∑𝑠𝑖𝑛(𝑥𝑖)

2

𝑖=1

𝑠𝑖𝑛2 (
𝑖𝑥𝑖
2

𝜋
)

2𝑚

; 𝑚 = 10  

Search Domain: 0 < 𝑥𝑖 < 𝜋 ; 𝑖 = 1, 2 

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = −1.8013 
 

F7 Shubert function: 

𝑔(𝑥) = (∑icos((𝑖 + 1)𝑥1 + 𝑖)

5

𝑖=1

)(∑icos((𝑖 + 1)𝑥2 + 𝑖)

5

𝑖=1

) 

Search Domain: −10 < 𝑥1 < 10  and − 10 < 𝑥2 < 10  

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = −186.7309 
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F8 Goldstein and Price function: 

𝑔(𝑥) = (1 + (𝑥1 + 𝑥2 + 1)
2(19 − 14𝑥1 + 13𝑥1

2 − 14𝑥2 + 6𝑥1𝑥2 + 3𝑥2
2))(30

+ (2𝑥1 − 3𝑥2)
2(18 − 32𝑥1 + 12𝑥1

2 − 48𝑥2 − 36𝑥1𝑥2 + 27𝑥2
2)) 

Search Domain: −2 < 𝑥1 < 2  and − 2 < 𝑥2 < 2  

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = 3 
 

F9 Beale function: 

𝑔(𝑥) = (1.5 − 𝑥1 + 𝑥1𝑥2)
2 + (2.25 − 𝑥1 + 𝑥1𝑥2

2)2 + (2.625 − 𝑥1 + 𝑥1𝑥2
3)2 

Search Domain: −4.5 < 𝑥1 < 4.5 and − 4.5 < 𝑥2 < 4.5  

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0 

F10 Perm function: 

𝑔(𝑥) = ∑(∑(𝑖𝑘 + 𝑏

𝑛

𝑖=1

) × (
𝑥𝑖
𝑖
)
𝑘

− 1)

2

 

𝑛

𝑘=1

 

Search Domain: −2 < 𝑥𝑖 < 2 ; 𝑖 = 1,2 ; 𝑛 = 2 

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0 

F11 Ackley function: 

𝑔(𝑥) = 20 + 𝑒 − 20𝑒
−
1
5
√1
𝑛
∑ 𝑥𝑖

2𝑛
𝑖=1 − 𝑒

1
𝑛
∑ cos(2𝜋𝑥𝑖)
𝑛
𝑖=1  

Search Domain: −15 < 𝑥𝑖 < 15 ; 𝑖 = 1,2 ; 𝑛 = 2 

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0 
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F12 Rastrigin function: 

𝑔(𝑥) = 10𝑛 −∑(𝑥𝑖
2 − 10𝑐𝑜𝑠(2𝜋𝑥𝑖))

𝑛

𝑖=1

 

Search Domain: −5.12 < 𝑥𝑖 < 5.12 ; 𝑖 = 1,2 ; 𝑛 = 2 

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0 

F13 Levy function: 

𝑔(𝑥) = sin2(𝜋𝑦𝑖)

+∑[(𝑦𝑖 − 1)
2(1 + 10 sin2( 𝜋𝑦𝑖 + 1))] + (𝑦𝑛 − 1)

2(1

𝑛−1

𝑖=1

+ 10 sin2(2𝜋𝑦𝑛))  ; 𝑦𝑖 = 1 +
𝑥𝑖 − 1

4
 

Search Domain: −10 < 𝑥𝑖 < 10 ; 𝑖 = 1,2,3 ; 𝑛 = 3 

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0 

F14 Hartmann function: 

𝑔(𝑥) = −∑𝑎 𝑒(−∑ 𝐵𝑖𝑗(𝑥𝑖−𝑄𝑖𝑗)
2
) 3

𝑗=1

4

𝑖=1

 

𝑎 = [1 1.2 3 3.2] 

B=[

3 10 30
0.1 10 35
3 10 30
0.1 10 35

] , 𝑄 = 10−4 [

6890 1170 2673
4699 4387 7470
1091 8732 5547
381 5743 8828

] 

Search Domain: 0 < 𝑥𝑖 < 1 ; 𝑗 = 1,2,3  

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = −3.86278 
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F15 Dixon and Price function: 

𝑔(𝑥) = (𝑥1 − 1)
2 +∑𝑖(2𝑥𝑖

2 − 𝑥(𝑖−1))
2

𝑛

𝑖=2

 

Search Domain: −10 < 𝑥𝑖 < 10 ; 𝑖 = 1,2, … ,5  

No: of local minima: several local minima. 

Value of Global minima: 𝑔∗(𝑥) = 0 

 

Table 3.2 Numerical comparison of the study 

Function  Proposed 
MWOA 

Scheme 1 Scheme 2 Scheme 3 Scheme 4 

F1 Mean 0.398 0.504 0.449 0.679 0.578 

SD 29.18×10-3 19.37×10-2 10.7×10-2 0.206 0.347 

F2 Mean -29.762 -25.034 -5.658 -20.04 -16.04 

SD 0.293 12.72 7.96 7.077 10.35 

F3 Mean 3.5×10-4 3.55 0.27 4.311 3.38 

SD 1.106×10-3 2.543 0.748 2.420 2.74 

F4 Mean 1.98×10-4 2.219 2.72 5.637 5.24 

SD 2.3×10-4 3.353 3.4 4.697 5.12 

F5 Mean 3.81×10-4 0.28 8.75 20.42 18.3 

SD 2.1×10-4 0.302 3.35 7.217 11.32 

F6 Mean -1.807 -1.538 -1.725 -1.484 -1.24 
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SD 2.22×10-2 0.377 0.083 0.352 0.689 

F7 Mean -186.72 -181.45 -174.92 -153.26 -131.34 

SD 4.46×10-2 15.56 8.97 33.95 74.701 

F8 Mean 3.002 8.512 3.717 6.266 5.245 

SD 3.3×10-3 9.682 1.189 4.328 5.184 

F9 Mean 9.59×10-6 0.334 0.307 0.490 0.311 

SD 2.03×10-5 0.588 0.436 0.609 0.540 

F10 Mean 5.51×10-13 0.102 8.47×10-13 -0.062 0.067 

SD 1.69×10-12 0.191 2.86×10-12 0.137 0.158 

F11 Mean 1.06×10-6 0.238 1.265 0.314 0.2916 

SD 4.61×10-6 0.488 1.203 0.361 0.391 

F12 Mean 2.27×10-11 0.061 1.930 1.135 0.967 

SD 9.87×10-11 0.745 1.763 0.504 0.6015 

F13 Mean 2.7×10-4 9.5*10-2 0.802 2.64 2.4576 

SD 2.79×10-4 0.108 0.441 1.82 2.0736 

F14 Mean -3.844 -3.492 -3.545 -3.29 -2.8137 

SD 0.022 0.380 0.224 0.405 1.5017 

F15 Mean 9.4×10-5 0.485 3.31 3.949 2.8512 

SD 1.53×10-4 0.474 2.109 3.138 3.004 
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3.2.2. Experimental Setup 

The effectiveness of the proposed EEMD technique will be examined in this section by 

systematic experimental tests corresponding to different IM BRB and operating conditions. Fig. 

3.4 shows the experimental setup used in this test. The tested IMs (Marathon Electric, model 

056T34F5301) are rated at 1/2HP (0.372KW). These three-phase IMs have 34 rotor bars and 24 

stator slots. The experimental data for analysis is collected at line frequencies of 50 Hz and 60 Hz. 

A variable frequency drive (VFD) with a switching frequency of 15 kHz is used to control and 

change the line frequency and the speed of the IM from 300 rpm to 3600 rpm.  A dynamometer is 

used to apply load torque on the IM. Three split-core current transformers (Nidec Copal 

Electronics, model C-CT-16) based smart sensors are used to collect the line current data. The 

collected current signals are wirelessly transmitted to the receiver and the processing computer.  

There are four tested IM conditions: healthy, one broken bar, two broken bars, and three 

broken bars. The tests are undertaken under four load conditions: no load when the IM shaft is 

decoupled from the gearbox, light load, medium load, and full load, as summarized in Table 3.3. 

 

 

Fig. 3.4 Experimental setup [2]: (1) Smart current sensors; (2) IM; (3) Vibration sensor; (4) Power supply with 
VFD; (5) Elastic coupling; (6) Gearbox; (7) Dynamometer; (8) DC supply for dynamometer; and (9) Enclosure. 

 

 



52 
 

Table 3.3 Speed and Slip of IMs at Different Operational Conditions  

Loading 
60 Hz (3600 rpm) operation 50 Hz (3000 rpm) operation 

Speed (rpm) Slip (%) Speed (rpm) Slip (%) 

No load  
(0% of full 

load) 

3586 0.4 2988 0.4 

Light load  
(33% of full 

load) 

3546 1.5 2946 1.8 

Medium load  
(67% of full 

load) 

3520 2.2 2928 2.4 

Full load  
(100% of full 

load) 

3499 2.8 2910 3.0 

 

 

Fig. 3.5 SF between benchmark signals and IMFs of the collected current signals at rated load for healthy condition 

3.2.3 Experimental Results and Analysis 

To implement the proposed EEMD technique, it is necessary to estimate the threshold 

value of ΔSF-u in Equation (3.7). To estimate the threshold value of ΔSF-u, the first seven IMFs are 
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determined and analyzed for the rated loading and different health states of IMs. For example, Fig. 

3.5 indicates the values of SF for the first seven IMFs for an IM with the slip of 2.8% and healthy 

condition. It is seen that the value of SF is maximum for IMF1 in each case, and the value of SF 

decreases with the increase in IMF order. This signifies that IMF1 has incorporated the 

fundamental line frequency, the corresponding sidebands, and their associated energy. It is also 

observed that the values of SF, as well as differences of SF between two adjacent IMFs, have 

decreased significantly after IMF3. Hence, the value of ΔSF-u in Equation (3.7) is selected as 

7.55 × 10−3 which terminates the EEMD process after selecting IMF3. Consequently, IMF1, IMF2 

and IMF3 will be selected for the spectral analysis and feature extraction to detect the faults in IMs.  

In the current spectrum, the separation between two adjacent sidebands can be estimated 

from Equation (3.8) as 2sfB. Hence, this separation is minimum (0.48 Hz) for no load operation 

and maximum (3.36 Hz) for full load operation in this study. The value of constant β at Equation 

(3.9) can be over [25, 35]. However, in this study the value of β is selected considering two 

opposite effects. For example, if β is too high, the value of adaptive bandwidth (∆𝑓𝑐𝑘) is high 

enough (Equation (3.9)) to cross the limit of separation between two adjacent bands. Consequently, 

two adjacent bands will overlap. Oppositely, if β is too low the ∆𝑓𝑐𝑘 will be very low to extract the 

faulty features from the spectral peak of that adaptive band. As a result, the constant β at Equation 

(3.9) is set to 30, which gives the value of ∆𝑓𝑐𝑘 as 0.12 and 0.84 for no load and full load, 

respectively. Consequently, the frequency range for OAMF operation can be calculated using 

Equation (3.10) and (3.11) as 2 × ∆𝑓𝑐𝑘, which is 0.24 for no load and 1.68 for full load, to avoid 

frequency band overlapping and extracting faulty features sufficiently from the adaptive bands in 

the proposed OAMF operation.  

Additionally, the value of 𝛿 at Equation (3.14) and (3.15) can be over [0.05, 0.2]. In this 

study, the value of 𝛿 is considered as 0.1 Hz., which is less than one fourth of the minimum 

separation of two adjacent frequencies (0.48 Hz.) so as to avoid frequency band overlapping. 

Hence, the value of 𝛿 is set as 0.1. The accentuation factor α is also set considering two counter 

effects associated with calculating post-processing function 𝐹𝑃 in Equation (3.28). If α is too high, 

the spectral peaks at sideband frequencies (𝑓𝑐𝑘±) may be greater than the spectral peak at 𝑓𝐵. On 

the other hand, if α is too low, the value 𝐹𝑃 cannot represent the healthy and faulty conditions 

effectively since 𝐹𝑃 is estimated considering the spectral peaks at 𝑓𝑐𝑘± and 𝑓𝐵, respectively 
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(Equation (3.28)). Considering the factor discussed here, the optimized value of α is selected for 

this study. The proposed MWOA technique is applied to optimize the post-processing function FP 

in Equation (3.28) in terms of the value of α. Hence, the optimized value of α is found as 

approximately 1.2, which signifies 20% accentuation is applied. When analyzing the spectra 

collected at different loading and BRB fault condition, it is found that at a specific loading 

condition, the BRB fault has a stronger effect on the spectral peak at first characteristic frequency 

(𝑓𝑐1±). However, the effect of the BRB fault is less clearly visible on the other sideband 

characteristic frequencies (𝑓𝑐2± and  𝑓𝑐3±), and the effect decreases with the increase of order (k) 

of 𝑓𝑐𝑘±. Hence, the scaling factor (𝜌𝑘) is adjusted adaptively, which is set as 1.0, 0.5 and 0.2, 

respectively, for k = 1, 2 and 3 to detect the fault more effectively from the post-processing fault 

function, as described in Equation (3.28).  

Fig. 3.6 shows the spectra of the MCSA of IM at the speed of 3546 rpm (s = 1.5%), both 

before and after applying the OAMF operation. It is observed from Fig. 3.6 that the fault 

representative features and the characteristic sidebands can be clearly identified due to the use of 

an adaptive spectral window to select the sideband characteristic frequencies. 

 
Fig. 3.6 Stator current spectra of IM with healthy and 3 BRB conditions: (a) without applying OAMF operation; (b) 

applying OAMF operation (Blue line: healthy; Red line: 3 BRB). 
 
 

Fig. 3.7 represents the spectra of MCSA of IM considering healthy and 3 BRB conditions 

at different speed conditions, which is represented by the value of slip (s), as presented in Table 

3.3. Analyzing Fig. 3.7, it is evident that the proposed EEMD technique can distinguish the BRB 
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fault at different speed conditions. Likewise, the performance of the EEMD technique is also 

justified at different fault conditions, keeping the speed of IMs fixed at different levels.  

 
Fig. 3.7 Spectra for IMs for healthy and 3 BRB conditions applying proposed EEMD technique at different loading 
(or slip) conditions: (a) no load (slip= 0.4%); (b) light load (slip=1.5%); (c) medium load (slip=2.2%); (d) full load 

(slip (2.8%) operating at 60 Hz line frequency (Blue line: healthy; Red line: 3 BRB). 

Fig. 3.8 represents the corresponding spectra of current at 3546 rpm of operational speed 

(slip = 1.5%) for different IM BRB conditions. It is evident that the spectral magnitude at the fault 

characteristic frequencies increases with the increasing of BRB in IMs, which also indicates, 

increased  , fault severity. Thus, the proposed EEMD technique is effective in estimating the fault 

severity because the increase of BRB will affect more operating cycles in the machine. For 

example, the IMs used in this experimental analysis have 34 rotor bars. Therefore, one broken bar 

in IMs affects 1/34 of an operating cycle, whereas three broken bars affect 3/34 of an operating 

cycle. Accordingly, the spectral magnitudes at fault characteristic frequencies are also anticipated 
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to increase with the increased number of BRBs or the severity of fault in the IM. 

 
Fig. 3.8 Current spectra for IMs for (a) healthy; (b) 1 BRB; (c) 2 BRB; (d) 3 BRB conditions at slip=1.5% 

The spectra of MCSA of IMs for healthy and 3 BRB conditions applying EEMD 

technique at 60 Hz and 50 Hz line frequencies for full load (3499 rpm vs 2910 rpm) is shown in 

Fig. 3.9. It is clear that the proposed EEMD technique can also effectively detect the BRB fault 

at 50 Hz operating frequency of IMs. 

Furthermore, as the EMD-based decomposition technique is used to generate the selective 

IMFs for further processing in the proposed EEMD technique, the efficacy of the proposed 

technique is investigated in comparison with three related techniques in the literature as:  

Technique 1 (T1): This technique applies the classical EMD technique and no spectral 

operations on IMFs generated from classical EMD [8].  
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Technique 2 (T2): This technique applies variance based spectral processing technique on 

selected IMFs generated from EMD technique. The selection of IMFs are based on classical 

correlation analysis [1]. 

Technique 3 (T3): This technique applies variational mode decomposition technique 

(VMD), which decomposes a signal into several IMFs having specific bandwidth around a central 

frequency [118].  

 
Fig. 3.9 Stator current spectra for IMs for healthy and 3 RBR conditions applying proposed EEMD technique at:  
(a) 50 Hz line frequency and slip=1.8%; (b) 60 Hz line frequency and slip=1.5% (Blue line: healthy; Red line: 3 

BRB). 

The comparative performance analysis of the related techniques in terms of the post-

processing function (FP and FI) at different speed conditions and 60 Hz operational frequency is 

presented in Fig. 3.10. The higher values of FP and FI will specify more severe faults and vice 

versa. Observing Fig. 10(a), it is evident that T1 cannot correctly recognize differences between 1 

BRB and 2 BRB faults at low, medium or full load. Additionally, T2 cannot clearly differentiate 

1BRB and 2 BRB faults at medium or full load (Fig. 3.10(b)). Similarly, T3 cannot accurately 

distinguish the 1 BRB and 2 BRB faults at no load or medium load (Fig. 3.10(c)). On the contrary, 

the proposed EEMD technique can distinguish all types of faults clearly at different load 

conditions, which is evident from Fig. 3.10 (d). Fig. 3.11 presents the comparative performance 

analysis among these techniques while the IMS are operating at 50 Hz of line frequency. It is 

observed from Fig. 3.11(a) that T1 cannot clearly separate the faults of 1 BRB, 2 BRB or 3 BRB 
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at low load, nor the faults of 1 BRB or 2 BRB while operating at medium load. Furthermore, T2 

cannot distinguish 1 BRB and 2 BRB faults effectively at low load (Fig 3.11(b)). In addition, T3 

cannot effectively differentiate 1 BRB or 2 BRB faults at no load, nor at low load (Fig. 3.11(c)). 

However, as presented in Fig. 3.11(d), the proposed EEMD technique can clearly differentiate the 

faults and severity in all conditions.  

 
Fig. 3.10 Performance comparison of the related techniques at 60 Hz: (a) T1; (b) T2; (c) T3; (d) proposed EEMD 

under different speed and fault conditions. 
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Fig. 3.11 Performance comparison at 50 Hz applying the related techniques: (a) T1; (b) T2; (c) T3; (d) proposed 
EEMD under different speed and fault conditions 

Table 3.4 summarizes the average computational time of EEMD and the related EMD 

techniques considering different IM load states and at healthy and  3 BRB conditions. From Table 

3.4 it is evident that the proposed EEMD technique is more efficient in computation than the 

related EMD techniques. The classical EMD technique uses more time in computation as it 
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continues generating IMFs until a monotonic residue is achieved, whereas the proposed EEMD 

technique uses the selective IMFs for processing only, which makes it suitable for real-time IM 

condition monitoring and fault diagnosis. 
Table 3.4. Average Computational Time for EEMD and Classical EMD Technique 

 

Loading 
condition 

Health states Computational time 
(millisecond) for EEMD 

computational time 
(millisecond) for EMD 

No load 

(slip=0.4%) 

Healthy 12.78 37.72 

3BRB 13.24 38.62 

Light load 

(slip=1.5%) 

Healthy 14.21 36.12 

3BRB 14.26 37.54 

Medium load 

(slip=2.2%) 

Healthy 13.82 43.06 

3BRB 14.65 43.17 

Full load 

(slip=2.8%) 

Healthy 16.87 46.91 

3BRB 17.04 47.58 
 

 

The effectiveness of the FP is also investigated in comparison of the generally used FI in 

the literature [1], [6]. The comparative analysis of the FP versus FI  at 60 Hz is presented in Fig. 

3.12. It is evident from Fig. 3.12 that the FI cannot effectively distinguish 1 BRB or 2 BRB faults 

at low, medium and full load conditions, whereas the suggested FP can distinguish the faulty 

condition effectively at all speeds (or slip) conditions. Additionally, Fig. 3.13 presents the test 

results at 50 Hz operating condition of IMs. From Fig. 3.13 it can be concluded that the FP can 

successfully detect faults at all speed or slip conditions (Fig. 3.13(b)), however the FI cannot 

accurately predict faulty conditions at low, medium and full load conditions (Fig. 3.13(a)).  
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Fig. 3.12 Effectiveness analysis of FP and FI at different speed and fault conditions while operating at 60 Hz: (a) FI; 

(b) FP 

 

Fig. 3.13 Effectiveness analysis of FP and FI at different speed and fault conditions while operating at 50 Hz: (a) FI; 
(b) FP 
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3.2.4 Test Analysis in Different Noisy Conditions 

To investigate the effectiveness of the proposed EEMD technique at noisy conditions, 

white gaussian noise is added to the collected current data considering two different levels of 

signal-to-noise ratio (SNR) as SNR1= 45 dB and SNR2= 30 dB. 

Furthermore, the value of 𝐹𝑃 is calculated for the noisy current signals after applying 

proposed EEMD technique on the datasets. Figs. 3.14 and 3.15 represent the value of 𝐹𝑃 in 

different loading and BRB conditions at 60 Hz and 50 Hz of line frequency at noisy conditions.  

From Fig. 3.14, it is observed that at 60 Hz, the proposed technique can clearly detect the fault in 

all loading and faulty situations for the noisy current signal having SNR1=45 dB and SNR2=30 dB, 

respectively. Similarly, at 50 Hz operational condition (Fig. 3.15), although the values of FP are 

closer to one another at no load (slip = 0.04%) condition, the value of FP increases systematically 

with the increasing number of BRB (fault severity). However, in other operating conditions (slip 

or speed) the proposed technique can detect the fault effectively at both levels (SNR1 and SNR2), 
respectively. Therefore, it can be concluded that the proposed EEMD is also effective in detecting 

the BRB fault in noisy conditions. 

 
Fig. 3.14 The value of FP at 60 Hz applying EEMD of IM at (a) SNR1 (b) SNR2 
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Fig. 3.15 The value of FP at 50 Hz applying EEMD on MCSA of IM at (a) SNR1 (b) SNR2 

3.3 Chapter Conclusion 

An OAMF-based EMD technique has been presented and analyzed in this chapter 

considering the MCSA of the IM. This proposed technique can effectively detect the BRB fault by 

identifying the sideband frequencies more clearly in the current spectrum. This method applies a 

new similarity function (SF) to select the targeted IMF for spectral analysis. Furthermore, the 

proposed OAMF operation has been applied, which can alter its bandwidth considering the speed 

and order of the sidebands and can detect the characteristic sidebands around the fundamental 

frequency more distinctly. As the OAMF operation has been conducted on spectrum of current 

signal, it has not been required to reconstruct the time domain signal. Moreover, a MWOA 

optimization algorithm has been proposed and utilized with the OAMF operation, which makes 

the OAMF capable of applying optimized accentuation to the characteristic sidebands around the 

fundamental frequency. The effectiveness of the MWOA has been investigated considering 15 

different benchmark functions, as presented in the chapter. Furthermore, the effectiveness of the 

proposed OAMF-based EEMD technique has been justified considering three related techniques 

that incorporates EMD- and VMD-based processing techniques. The proposed post-processing 

function (FP) can also effectively distinguish healthy and faulty conditions, as well as fault severity 

compared to the classical one, which has been verified through experimental investigation. In 
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addition, the proposed EEMD is effective in detecting the BRB fault from noisy line current 

signals, which has also been verified in the chapter. From the above evidence, it can be concluded 

that the proposed technique is a good candidate to be applied in real-time IM health condition 

monitoring.   
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Chapter 4 

Proposed Adaptive Direct Torque and Flux Control 

Technique 

In a grid-connected DFIG WEC system, both the stator side and the rotor side of the DFIG 

are connected to the grid line. The stator side is directly connected to the grid, whereas the rotor 

side is connected through back-to-back converters, which provide the flexibility to control the 

system. To implement the proposed adaptive direct torque and flux (DTF) control technique for 

DFIG WEC system, the stator side voltages and currents are applied to determine the actual torque 

and flux, which are further compared to respective reference torque and flux to generate error 

signals. These error signals are processed to create the switching signals for RSC. Moreover, the 

GSC has its usual functions to control the DC link voltage and grid-reactive power using classical 

control schemes developed in [51]. 

To estimate the torque and flux of the DFIG system, first the - components of the stator 

voltages (vsα, vsβ) and currents (isα, isβ) are calculated from the respective a-b-c components (vsa, 

vsb, vsc) and (isa, isb, isc) using Park’s transformation. The - components of the stator flux (ψsα, 

ψsβ), the magnitude (ψs) and angle (θs) of the stator flux are calculated using Equation (4.1) to 

(4.3). 

𝜓𝑠𝛼 = ∫(𝑣𝑠𝛼 −𝑅𝑠𝑖𝑠𝛼)𝑑𝑡                                                            (4.1) 

𝜓𝑠𝛽 = ∫(𝑣𝑠𝛽 −𝑅𝑠𝑖𝑠𝛽)𝑑𝑡                                                          (4.2) 

𝜓𝑠 = √𝜓𝑠𝛼
2 + 𝜓𝑠𝛽

2  and θ𝑠 = tan−1
𝜓𝑠𝛽

𝜓𝑠𝛼
                                                 (4.3) 

The torque can be computed by  

𝑇𝑒𝑚  =
3𝑃

2
(𝑖𝑠𝛽𝜓𝑠𝛼 − 𝑖𝑠𝛼𝜓𝑠𝛽)                                                         (4.4) 

where P is the number of pole pairs in the machine. 
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4.1 Structure of the Proposed Adaptive DTF Control Technique 

Fig. 4.1 illustrates the structure of the proposed ANF-based adaptive DTF control scheme. 

The grid side voltages and currents are used to calculate the torque and flux for the DFIG system. 

Two ANF systems and a selector are designed to process the error between reference and 

calculated torques. The selector chooses the appropriate ANF controller considering the 

operational time (tS). Firstly, the ANF system 1 (ANF-1) is chosen, which is trained to reduce the 

transient effects at the initial starting moment. ANF system 2 (ANF-2) is chosen and operates 

continuously to improve the dynamic performance of the DFIG WEC system in coping with wind 

speed variations. The third ANF-based system (ANF-3) is designed to process the error between 

the actual flux and the reference. The parameters of the DFIG, wind turbine and grid used for 

simulation are listed in Table 4.1. 
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Fig. 4.1 Structure of the proposed ANF-based adaptive DTF control scheme. 
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Table 4.1 Simulation parameters of DFIG WEC system 

Parameters Value 

Rated turbine power 1.0 MW 

Pitch angle 0° 

Rated generator power 1.0 MW 

Grid voltage (rms) 690 V 

Grid frequency 60 Hz. 

Number of pole pairs 2 

Leakage resistance 2.9 mΩ 

Leakage inductance 0.08 mH 

Magnetizing inductance 2.5 mH 

Dc bus capacitance 150 mF 

 

4.2 Configuration of the ANF Systems 

The ANF system is a fuzzy inference system, except that its system parameters and output 

functions can be selected and updated using the training dataset. It offers more compatibility and 

reliability compared to traditional fuzzy systems. The configuration of the proposed ANF system 

is shown in Fig. 4.2. Its nonlinear membership function (MF) parameters will be optimized using 

the back propagation method, whereas linear consequent parameters will be updated by using the 

recursive least square error (LSE) technique.  

The functionality of different layers of the ANF system is discussed briefly as follows: 

Layer 1: This layer is the fuzzification layer. The error signal between the actual torque or flux 

and reference values, as well as the difference of error, are selected as inputs. Both inputs have 

triangular MF: 

𝜇𝐴𝑖(𝑥) =

{
 
 

 
 

0, 𝑥 ≤ 𝑎𝑖
𝑥 − 𝑎𝑖
𝑏𝑖 − 𝑎𝑖

 , 𝑎𝑖 < 𝑥 < 𝑏𝑖

𝑐𝑖 − 𝑥

𝑐𝑖 − 𝑏𝑖
,  𝑏𝑖 < 𝑥 < 𝑐𝑖

                                                        (4.5) 
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𝜇𝐵𝑗(𝑦) =

{
 
 

 
 

0, 𝑦 ≤ 𝑎𝑗
𝑦 − 𝑎𝑗

𝑏𝑗 − 𝑎𝑗
 , 𝑎𝑗 < 𝑦 < 𝑏𝑗

𝑐𝑗 − 𝑦

𝑐𝑗 − 𝑏𝑗
,  𝑏𝑗 < 𝑦 < 𝑐𝑗

                                                        (4.6) 

where i =1, 2, 3 and j =1, 2, 3. 

Layer 2: In this layer, the entering signals are processed, and individual firing strength (𝜇𝑚) is 

computed for each rule: 

𝜇𝑚 = 𝜇𝐴𝑖(𝑥)𝜇𝐵𝑗(𝑦)                                                                    (4.7) 

where m =1, 2,……, 9  

Layer 3: The rule firing strengths will be normalized in this layer, such that: 

�̅�𝑚 =
𝜇𝑚

𝜇1 + 𝜇2 +⋯+ 𝜇9
                                                               (4.8) 

Layer 4: In this layer, the functional output is calculated as 

𝑓𝑚 = 𝛾0
𝑚 + 𝛾1

𝑚𝑥𝑖 + 𝛾2
𝑚𝑦𝑗 ,                                                         (4.9)   

The training of the consequent parameters 𝛾0𝑚, 𝛾1𝑚 and 𝛾2𝑚 will be discussed in the following 

subsection.  

Layer 5: It is the output layer. The final output is calculated as 

𝑓𝑇 = �̅�1𝑓1 + �̅�2𝑓2 +⋯+ �̅�9𝑓9                                                         (4.10) 
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Fig. 4.2 Configuration of the proposed ANF systems. 
 

4.3 Online Hybrid Parameter Training 

The hybrid training algorithm will be applied to update the ANF system parameters. The 

training data of torque and flux errors are obtained from the DFIG manipulated by a PI controller. 

Both ANF-1 and ANF-2 are trained using the data of torque error signals. ANF-1 is trained to limit 

the high starting torque; ANF-2 is trained to improve system dynamic performance. ANF-3 is 

trained using flux error data. An initial dataset of approximately 2000 data pairs is constructed 

from the DFIG-based WEC system at different wind speed from 10 m/sec to 16 m/sec. Among 

these data pairs, about 70% of the datasets are used to train the ANF network and the remaining 

30% are used for testing. 

The objective function in Equation (4.11) is formulated to reduce the difference between 

the theoretical and calculated output data, 

W= 1
2
 e2 = 1

2
 (y-f)2                                                          (4.11)                                 

where y and f are expected and theoretical output data, respectively. 
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4.3.1 Optimization of Consequent Parameters 

The consequent parameters 𝛾0𝑚, 𝛾1𝑚and𝛾2𝑚are trained using recursive LSE method as 

𝑃𝑘+1 = 𝑃𝑘 − 
𝑃𝑘𝑎𝑘+1𝑎𝑘+1

𝑇 𝑃𝑘

1 + 𝑎𝑘+1
𝑇 𝑃𝑘𝑎𝑘+1

                                                 (4.12) 

𝛾𝑗,𝑘+1
𝑚  =  𝛾𝑗,𝑘

𝑚  +  𝑃𝑘+1𝑎𝑘+1(𝑦𝑘+1 − 𝑎𝑘+1
𝑇 𝛾𝑗,𝑘

𝑚 )                         (4.13) 

where 𝛾𝑗,𝑘+1𝑚  represents the estimate of the optimal linear parameter values.  

𝑎𝑘+1 is a vector containing the coefficients of the linear parameters to be optimized. 

yk+1 is the actual system output. 

Po=𝑎I, where 𝑎 is a large number, … in this case. 

𝛾𝑗,0
𝑚   is usually initialized to a vector of zeros. 

m=1,2,….., 9 ; j= 0,1, 2; k=1, 2, …, N; N is the number of training data pairs. 

4.3.2 Optimization of the Premise Parameters 

The nonlinear MF parameters of proposed ANF-based controllers are trained by using the 

gradient decent (GD) algorithm, or 

𝑎𝑖(𝑛 + 1) = 𝑎𝑖(𝑛) − 𝛼𝑎𝑖
𝜕𝑊

𝜕𝑎𝑖
 

𝑏𝑖(𝑛 + 1) = 𝑏𝑖(𝑛) − 𝛼𝑏𝑖
𝜕𝑊

𝜕𝑏𝑖
                                                 (4.14) 

𝐶𝑖(𝑛 + 1) = 𝐶𝑖(𝑛) − 𝛼𝑐𝑖
𝜕𝑊

𝜕𝐶𝑖
  

where 𝛼𝑎𝑖, 𝛼𝑏𝑖 and 𝛼𝑐𝑖 are the learning rates of the corresponding parameters and ai, bi and ci are 

the premise parameters to be optimized, i=1,2 ,3. The derivatives can be defined using the chain 

rule, such as 

𝜕𝑊

𝜕𝑎𝑖
=
𝜕𝑊

𝜕𝑓

𝜕𝑓

𝜕𝜇𝑖

𝜕𝜇𝑖
𝜕𝑎𝑖

 

𝜕𝑊

𝜕𝑏𝑖
=
𝜕𝑊

𝜕𝑓

𝜕𝑓

𝜕𝜇𝑖

𝜕𝜇𝑖
𝜕𝑏𝑖

                                                          (4.15) 
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𝜕𝑊

𝜕𝑐𝑖
=
𝜕𝑊

𝜕𝑓

𝜕𝑓

𝜕𝜇𝑖

𝜕𝜇𝑖
𝜕𝑐𝑖

 

4.4 Stability Analysis of the Proposed ANF-based Adaptive DTF Control 

After developing the ANF based DTF control the stability analysis of the WEC system is 

performed for theoretical verification of the overall system stability. 

4.4.1 Dynamics of a Second Order System 

The transfer function of a second order underdamped system can be formulated as 

𝑇(𝑠) =
𝜔𝑛
2

𝑠2 +  2𝜁𝜔𝑛𝑠 + 𝜔𝑛2
                                                 (4.16) 

where ζ is the damping ratio and ωn is the natural frequency of the second order underdamped 

system.  

The step response of a second order underdamped system generates damped oscillation, as its poles 

are in the left half portion of the S-plane [119]. The performance of this second order underdamped 

system can be evaluated by the percent overshoot (%OS) as 

%𝑂𝑆 =
𝐶𝑚𝑎𝑥 − 𝐶𝑓𝑖𝑛𝑎𝑙

𝐶𝑓𝑖𝑛𝑎𝑙
 ×  100                                        (4.17) 

where 𝐶𝑚𝑎𝑥 is the peak value and 𝐶𝑓𝑖𝑛𝑎𝑙 is the steady state value of the output respectively. 

The system parameter ζ can be determined from %OS [119] by 

𝜁 =
− 𝑙𝑛(

%𝑂𝑆
100 )

√𝜋2 + 𝑙𝑛2(
%𝑂𝑆
100 )

                                                         (4.18) 

4.4.2 System Identification and Stability Analysis 

For system identification the torque step response is obtained considering the step signal 

varying from 0 to 1 per unit at 1.0 sec. From this step response, the numerical value of ωn and %OS 

are obtained to determine ζ using Equation (4.18). Table 4.2 summarizes the system parameters 

and estimated transfer function of the WEC system. Fig. 4.3 shows the step responses of the 

estimated second order system as well as the actual WEC system. It is seen that the WEC system 
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with proposed adaptive DTF controller can be approximated to a second order underdamped 

system [119]. Thus, the stability of the DFIG WEC system can be demonstrated through the bode 

plot of the estimated second order system, as presented in Fig. 4.4. It can be seen from Fig. 4.4 

that the DFIG WEC system with proposed adaptive DTF control technique is stable with a phase 

margin of 55.65° at a crossover frequency of 27 rad/sec.  

Table 4.2 Numerical values of system parameters and transfer function of the estimated systems 

Quantity Value 

Damping ratio (ζ): 0.5495 

Natural frequency of oscillation (ɷn): 36.12 (rad/sec) 

Estimated transfer function: 
1305

 s2 +  39.7s + 1305 
 

Poles of the estimated system: -19.85 ± j30.18 

 

 
 

Fig. 4.3 The step response of the estimated system and the actual system 
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Fig. 4.4 Bode plot of the estimated system 

 

4.5 Simulation Results and Discussions 

    The performance of the proposed adaptive DTF control technique is tested by simulation 

using MATLAB/Simulink at different DFIG WEC operating conditions. MATLAB/Simulink 

software is used for simulation due to its robustness and availability. The performance is compared 

with a classical fuzzy logic controller that also utilizes the same inputs as the proposed adaptive 

DTF control technique, but the fuzzy system parameters are selected by experience and not being 

optimized in operation.  In addition, the proposed ANF based DTF control technique is compared 

with a PI-based classical DTF control scheme. Some typical results are presented below. 

Fig. 4.5 shows the starting performance of the proposed adaptive DTF, fuzzy logic, and PI-

DTF control scheme for the WEC system at a constant wind speed of 10 m/sec. From Fig. 4.5, it 

is found that the peak value of the starting torques reach at 6.0×104 and 2.3×104 N.m, for the fuzzy 

logic and PI-DTF control schemes, respectively, which are much higher that of the proposed ANF-

based adaptive DTF control scheme with a peak value of 1.37×104 N.m. Thus, the proposed 
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controller can significantly reduce the transient torque compared to these classical controllers. 

Furthermore, the proposed adaptive DTF control can reduce the transient time to 0.2 s, which is 

significantly faster than the fuzzy logic (0.3 sec), and PI control (0.27 sec).  

 
Fig. 4.5 Transient performance among the proposed PI, fuzzy and ANF-based adaptive DTF control schemes:  

(a) torque for PI; (b) torque for fuzzy; (c) torque for ANF. 
 

As can be seen in Fig. 4.6, although the transient stator current peak (1.5×104 A) from the 

proposed adaptive DTF control scheme is comparable with those from both fuzzy logic and PI-

DTF control schemes, the transient currents from both fuzzy logic and PI-based DTF control are 

more fluctuating and distorted than those from the proposed DTF control scheme. Furthermore, 

the proposed adaptive DTF control can significantly reduce the transient time in comparison with 

fuzzy logic and PI schemes (0.2 sec vs 0.35 sec). 
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Fig. 4.6 Transient performance among the proposed PI, fuzzy and ANF-based adaptive DTF control schemes:  

(a) RMS Stator currents for PI; (b) RMS Stator currents for fuzzy; (c) RMS Stator currents for ANF. 
 

Likewise, the transient performance of the rotor speed for the proposed ANF-based 

adaptive DTF control scheme is compared with the related control techniques and presented in 

Fig. 4.7. Analyzing Fig. 4.7, it is evident that the transient peak for the rotor speed is much higher 

for the PI and fuzzy control schemes (204.8 and 198.8 rad/sec, respectively), whereas the peak is 

only 189.7 rad/sec for the proposed ANF-based DTF control scheme. 
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Fig. 4.7 Transient performance comparison among the proposed PI, fuzzy and ANF-based adaptive DTF control 

schemes: (a) rotor speed for PI; (b) rotor speed for fuzzy; (c) rotor speed for ANF. 
 

The dynamic performance of the proposed adaptive DTF control scheme is compared with 

that of the fuzzy logic and PI-based schemes for a step increase in wind speed from 10 m/sec to 

16 m/sec at the time of 1.0 sec.  It is seen in Fig. 4.8 that the peak torque of the ANF-based control 

(5719 N.m) is lower than those of the fuzzy logic (5885 N.m) and PI control (5833 N.m) at the 

transition time of wind speed. On the other hand, the proposed adaptive DTF control can 

effectively reduce the %OS and settling time of the torque (see Table 4.3). In addition, from Fig. 

4.9, it is seen that the adaptive DTF control can reduce the overshoot slightly (0.368%) for rotor 

speed than the fuzzy logic and PI-DTF control methods (0.421%).  
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Fig. 4.8 Dynamic performance among the proposed PI, fuzzy and ANF-based adaptive DTF control schemes:  
(a) torque for PI; (b) torque for fuzzy; (c) torque for ANF. 
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Fig. 4.9 Dynamic performance among the proposed PI, fuzzy and ANF-based adaptive DTF control schemes:  
(a) rotor speed for PI; (b) rotor speed for fuzzy; (c) rotor speed for ANF. 

 

Additionally, Fig. 4.10 represents the per-phase rms of the stator current generated by 

applying fuzzy logic, PI and the proposed ANF-based adaptive DTF control at the moment of wind 

speed change, as mentioned earlier. From Fig. 4.10, it is found that the peak of stator current is 

significantly reduced for the proposed adaptive DTF control (1033 A) in comparison with the 

fuzzy logic and conventional PI-based schemes (1040 A vs 1039 A) with the wind speed variation 

at 1.0 sec. Table 4.3 summarizes the comparison results among the proposed adaptive DTF, fuzzy 

logic and PI-based schemes. It is evident that the proposed ANF-based adaptive DTF control 
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scheme can achieve the lowest settling time and overshoot for torque and stator current responses 

compared to both FLC and PI control schemes. 

 

Fig. 4.10 Dynamic performance among the proposed PI, fuzzy and ANF-based adaptive DTF control schemes:  
a) rotor speed for PI; (b) rotor speed for fuzzy; (c) rotor speed for ANF. 

 

Table 4.3 Comparative results among ANF, fuzzy and PI controllers 

Property 
Proposed ANF-
based adaptive 
DTF scheme 

 
Fuzzy logic-based 

scheme 
PI controller 

Torque settling time 0.23 s 0.28 s 0.283 s 

Torque overshoot 13.2% 17.36% 20.73% 

Stator current settling time 0.224 s 0.279 s 0.28 s 

Stator current overshoot 12.5% 14.02% 17.98% 
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4.6 Real-time Implementation and Results        

    A laboratory prototype has been developed to examine the effectiveness of the proposed 

ANF adaptive DTF control of DFIG WEC system in real-time. As shown in Fig. 4.11, a 480 VA 

wound rotor induction machine is used as DFIG, which is connected to 208V-60Hz grid. A 

dynamometer (from LabVolt) is configured as a small wind turbine, which allows command from 

the computer. Table 4.4 summarizes the parameters and ratings of the equipment used to build the 

experimental prototype.  A three-phase full-wave diode rectifier is used as the GSC to simplify the 

system structure. The control signal for RSC is generated from a DSP board (DS1104). In the 

experiment the wind speed is abruptly changed from 3 m/sec to 10 m/sec to examine the dynamic 

performance of the related control schemes. The applied reference torque varies from -2.5 N.m to 

1.6 N.m according to the turbine characteristics. 

 

 
 

Fig. 4.11 Experimental setup for the proposed DFIG- WEC system: (1) line inductance; (2) sensors; (3) RSC; (4) 
grid side converter; (5) oscilloscope; (6) wind turbine; (7) DS1104; (8) grid; (9) host PC for DS 1104; (10) DFIG. 
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Table 4.4 Experimental parameters of DFIG WEC system 

Parameters Value 

Rated wind turbine power 450 W 

Pitch angle 0° 

Rated DFIG power 480 VA 

Grid voltage (rms) 208 V 

Grid frequency 60 Hz. 

Leakage resistance 8.10 Ω 

Leakage inductance 30.0 mH 

Dc bus capacitance 4.2 mF 

Fig. 4.12 shows the variations of torque and stator current for the proposed ANF, fuzzy 

and classical PI control schemes corresponding to wind speed variations. It is evident that there is 

less fluctuation and overshoot of torque for the proposed adaptive DTF control scheme compared 

to both the fuzzy and the PI-based control schemes. Thus, it is verified that the proposed adaptive 

DTF control scheme can improve the dynamic performance of WEC system. 

(a) 

 



82 
 

(b)  

 

(c) 

 

(d) 
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(e) 

 

(f) 

 

Fig. 4.12 Experimental performance of the machine torque and stator current for the wind speed variation:  
(a) torque for the proposed adaptive DTF control (Scale: Y axis- 1div= 1 N.m); (b) stator current for the proposed 
adaptive DTF control (Scale: Y axis- 1div= 0.2 A); (c) torque for fuzzy based control; (d) stator current for fuzzy 
based control; (e) torque for PI control; (f) stator current for PI control. 

From Fig. 4.13(a), the current waveforms of DFIG remains sinusoidal while applying the 

proposed adaptive DTF controller to manipulate the WEC system against wind speed variation. 

However, it is worth to mention that the instantaneous stator current waveforms are collected 

directly from the output nodes of sensors and hence, some spikes are seen due to mechanical 

vibrations in the wind turbine, fluctuating conditions of grid and high bandwidth of the display 

device. However, the spikes do not affect the displayed quantities for analysis. It can also be seen 

from Fig. 4.13(b) that the rotor speed of the WEC system follows reference speed properly when 

the wind speed changes from 3 m/sec to 10 m/sec. Thus, the proposed ANF-based adaptive DTF 

control can improve both the dynamics response of the WEC system and the overall performance.  
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(a) 

 

(b) 

 

Fig. 4.13 Experimental performance of (a) instantaneous stator current (Scale: Y axis- 1div= 0.2 A); (b) rotor speed 
(Scale: Y axis- 1div= 1000 rpm) of the WEC system with proposed adaptive DTF controller for a step change in 

wind speed from 3.0 m/sec to 10.0 m/sec. 

4.7 Chapter Conclusion 

     An ANF-based novel adaptive DTF control scheme has been proposed in this chapter 

for a grid-tied DFIG WEC system. The performance of the ANF-based adaptive DTF control has 

been verified by simulation tests using MATLAB/Simulink, in terms of dynamic response of 

electromechanical torque, stator current, and rotor speed. Simulation test results have shown that 

the proposed adaptive DTF controller is able to control the torque and stator current effectively at 

the starting time and at the time of wind speed variations, due to the adaptive feature and inherent 

learning capacity of ANF network. The stability of the DFIG WEC system with the proposed 

control has also been verified by bode plot analysis. A prototype DFIG WEC system was also built 
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in the laboratory environment to test the effectiveness of the proposed adaptive DTF control 

technique in real-time. It has been verified through real-time test results that the proposed adaptive 

DTF control outperforms the classical control schemes such as fuzzy logic and PI control in terms 

of settling time and overshoot for the stator current and torque. 
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Chapter 5 
Proposed INF-based Direct Torque and Flux Control 

Technique 

This chapter includes the formulation of the INF-based direct torque and flux (DTF) control 

technique, detailed analysis of ensemble training methods, the performance analysis of the INF 

network and the proposed training method, and stability analysis of the WEC system. 

5.1 Structure of the Proposed INF-based DTF Control Technique 

The specific structure of the DFIG-based WEC system with the proposed INF-based DTF 

control technique is shown in Fig. 5.1. The INF-based DTF control technique uses the inputs of 

torque and flux errors (et, eψ), as well as their change rates (Δet, Δeψ). A selector (sw) is used to 

improve the adaptive capability of the INF-based DTF control to accommodate transient and 

dynamic operating situations. When the system operates under transient conditions, based on the 

value of sw, the set of linear parameters will be applied in INF network, which have been trained 

considering the transient operating condition of the WEC system to generate the control signal vq 

for the rotor side converters. On the other hand, under dynamic wind speed conditions and 

according to the value of sw, the other set of linear parameters will be applied, which have been 

trained considering the dynamic operating condition of the WEC system. The details of this 

adaptation technique are discussed later in Sections 5.2 and 5.3.  

To calculate the stator flux, at first the - components of the stator flux (ψsα, ψsβ) are 

calculated from the - components of the stator voltages (vsα, vsβ) and currents (isα, isβ) by 

𝜓𝑠𝛼 = ∫(𝑣𝑠𝛼 − 𝑅𝑠𝑖𝑠𝛼)𝑑𝑡                                                    (5.1) 

𝜓𝑠𝛽 = ∫(𝑣𝑠𝛽 − 𝑅𝑠𝑖𝑠𝛽)𝑑𝑡                                                   (5.2) 

The magnitude (𝜓𝑠) and angle (θs) of the stator flux are calculated by 

𝜓𝑠 = √𝜓𝑠𝛼2 + 𝜓𝑠𝛽
2   and  𝜃𝑠 = tan−1

𝜓𝑠𝛽

𝜓𝑠𝛼
                                     (5.3) 
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The generated torque (Tem) is calculated by 

𝑇𝑒𝑚 =
3𝑃

2
(𝑖𝑠𝛽𝜓𝑠𝛼 − 𝑖𝑠𝛼𝜓𝑠𝛽)                                               (5.4) 

where P is the number of pole pairs in DFIG.  
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Fig. 5.1 Block diagram of the proposed INF-based DTF control technique for DFIG-based WEC system  

5.2. Sugeno-based Fuzzy Interface System and Adaptive NF Network 

Among different type of structure combining the neural network and fuzzy systems, the 

adaptive NF system represents the operation of a fuzzy interface system with different layers of 

computation similar to neural network. Therefore, the parameters of the specifiec fuzzy system 

can be trained and optimized using different training algorithms. As a result, the NF system 

represents an optimized parameter-based fuzzy interface system which also allows the adaptation 

of parameters through the training process.  
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A two-input sugeno-based fuzzy interface system with two rules, along with its NF network 

representation, are presented in Fig. 5.2. In this system, fuzzy weights W1 and W2 are estimated 

considering the input membershp functuions (MFs), and fuzzy rules (known as fuzzification 

process). For this sugeno-based fuzzy interface system the functional outputs f1 and f2 and the final 

output f are calculated as  

𝑓1 = 𝑝1𝑥 + 𝑞1𝑦 + 𝑟1                                                     (5.5)   

𝑓2 = 𝑝2𝑥 + 𝑞2𝑦 + 𝑟2                                                     (5.6) 

𝑓 =
𝑊1𝑓1 +𝑊2𝑓2
𝑊1 +𝑊2

= 𝑊1
̅̅ ̅̅ 𝑓1 +𝑊2

̅̅ ̅̅ 𝑓2                                    (5.7) 

where, p1, p2,q1, q2, r1, r2 are the linear parameter of the fuzzy system. The process of estimating 

the final output is known as the defuzzification process, as shown in Equation (5.7).  
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Fig. 5.2 A two-input sugeno-based fuzzy interface system and its NF network representation. 



89 
 

The computational burden of a NF network can be estimated by combining the computation 

steps of each layer as 

𝑁𝑡𝑜𝑡𝑎𝑙 = 𝑁𝐿1 + 𝑁𝐿2 +⋯+𝑁𝐿5                                                (5.8) 

where 𝑁𝐿1, 𝑁𝐿2, 𝑁𝐿3, 𝑁𝐿4, 𝑁𝐿5 denote the computational state in each layer, and 𝑁𝑡𝑜𝑡𝑎𝑙 denotes the 

total computational states. Furthermore, the computational steps of each layer are calculated by 

𝑁𝐿1 =∑𝑛𝑚𝑓,𝑚

𝑁𝑖𝑝

𝑚

                                                              (5.9) 

𝑁𝐿2 = 𝑁𝐿3 = 𝑁𝐿4 =∏𝑛𝑚𝑓,𝑘

𝑁𝑖𝑝

𝑘=1

                                              (5.10) 

𝑁𝐿5 = 1                                                                   (5.11) 

where 𝑁𝑖𝑝  is total number of input variables and 𝑛𝑚𝑓 represents membership functions (MFs) in 

each input variable. 

5.3 Structure of the Proposed INF Network 

The specific structure of the proposed INF network is shown in Fig. 5.3. The functionality 

of each layer of INF network is described below: 

Layer 1: This is the fuzzification layer. For the proposed INF network, each input has two MFs. 

Therefore, the MFs are presented as 

𝜇𝐴𝑖𝑗(𝑥𝑖) =
1

1 + 𝑒−𝑎𝑖𝑗(𝑥𝑖−𝑐𝑖𝑗)
                                                         (5.12) 

where i =1, 2, ...,4; j=1, 2; x1, x2, x3 and x4 are the torque error, flux error, and the corresponding 

change of the errors (et, Δet eψ, Δeψ), respectively. The parameters aij and cij are the single sets of 

optimized nonlinear MF parameters. 

Layer 2: This is the fuzzy operation layer. As the max-product fuzzy composition is used for the 

INF network, the firing strength for the m-th rule (μm) can be determined by 

𝜇𝑚 =∏𝜇𝐴𝑖𝑗(𝑥𝑖)

4

𝑖=1

                                                                    (5.13) 
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where m=1, 2,...,16. 

Layer 3: This is the normalization layer. The normalized firing strength (�̅�𝑚) for each rule 

becomes 

�̅�𝑚 =
𝜇𝑚

∑ 𝜇𝑖
16
𝑖=1

                                                                         (5.14) 

Layer 4: This is the processing layer. The functional outputs of this layer 𝑓𝑚,1 and 𝑓𝑚,2 are related 

to the outputs O1 and O2, respectively. The parameters 𝛾𝑝_𝑡𝑟𝑚  , 𝛾𝑝_𝑠𝑠
𝑚  and 𝛾𝑞

𝑚 are linear consequent 

parameters that will be optimized during training process, as discussed in the following subsection. 

𝑓𝑚_𝑡𝑟 and 𝑓𝑚_𝑠𝑠 represent the functional outputs at the time of transient and steady states, 

respectively. At the time of transient states 𝑓𝑚_𝑡𝑟 is used as 𝑓𝑚,1, otherwise 𝑓𝑚_𝑠𝑠 is used as  𝑓𝑚,1, 

which is further used to calculate O1. The adaptation of the 𝑓𝑚,1 is performed considering the value 

of sw. The functional outputs, 𝑓𝑚_𝑡𝑟 and 𝑓𝑚_𝑠𝑠 are computed such that 

𝑓𝑚_𝑡𝑟 = 𝛾0_𝑡𝑟
𝑚 +∑𝛾𝑝_𝑡𝑟

𝑚 𝑥𝑝

4

𝑝=1

                                               (5.15) 

𝑓𝑚_𝑠𝑠 = 𝛾0_𝑠𝑠
𝑚 +∑𝛾𝑝_𝑠𝑠

𝑚 𝑥𝑝

4

𝑝=1

                                               (5.16) 

𝑓𝑚,1 and 𝑓𝑚,2are determined as 

𝑓𝑚,1 = 𝑠𝑤 × 𝑓𝑚_𝑡𝑟 + (1 − 𝑠𝑤) × 𝑓𝑚𝑠𝑠
                            (5.17) 

𝑓𝑚,2 = 𝛾0
𝑚 +∑𝛾𝑞

𝑚𝑥𝑞

4

𝑞=1

                                                     (5.18) 

where p=1, 2, …, 4; q=1, 2, …, 4; m=1, 2, ..., 16. 
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Fig. 5.3 Architecture of the proposed INF-network for DTF control technique 

Layer 5: This is the defuzzification layer. The outputs O1 and O2 of the INF network are vq and vd, 

which are calculated by 

𝑂1 = ∑ 𝜇𝑚

16

𝑚=1

𝑓𝑚,1                                                            (5.19) 

𝑂2 = ∑ 𝜇𝑚

16

𝑚=1

𝑓𝑚,2                                                            (5.20) 

5.4 Proposed Ensemble Training Method 

The ensemble technique is applied to design different intelligent systems combining the 

outcomes from different algorithms and datasets[120]. Hence, the proposed ensemble training has 

the capacity to utilize the datasets obtained from different operating conditions to optimize 

nonlinear system parameters. The objective of the proposed ensemble training method is to train 

the INF system parameters based on a proposed weighted aggregator. The objective function W 

for ensemble training is formulated as 
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𝑊 =
1

2
∑ [∑(𝑦𝑖,𝑢 −𝑂𝑖,𝑢)

2
𝑁

𝑖=1

]

2

𝑢=1

                                         (5.21) 

where, yi,u are the targeted outputs from the training data pairs.  

5.4.1 Training Algorithm 

The INF system consists of both linear and nonlinear parameters to be updated. The 

consequent linear parameters 𝛾𝑝_𝑡𝑟𝑚 ,  𝛾𝑝_𝑠𝑠
𝑚   and 𝛾𝑞

𝑚 are trained using a recursive LSE training 

method, as described in Equations (5.18) and (5.19). 

𝑃𝑘+1  =  𝑃𝑘  −
𝑃𝑘𝑏𝑘+1𝑏𝑘+1

𝑇 𝑃𝑘

1 + 𝑏𝑘+1
𝑇 𝑃𝑘𝑏𝑘+1

                                           (5.22) 

𝛾𝑗,𝑘+1
𝑚 = 𝛾𝑗,𝑘

𝑚  +  𝑃𝑘 + 𝑃𝑘+1𝑏𝑘+1(𝑦𝑘+1  −  𝑏𝑘+1
𝑇 𝛾𝑗,𝑘

𝑚 )        (5.23) 

where 𝛾𝑗,𝑘+1𝑚 are the linear parameters; 𝑏𝑘+1 is the vector of the consequent parameters; yk+1 is the 

targeted output from the training data pairs; m=1,2,….,16; k=1, 2, …, N; N is the total number of 

training data. On the other hand, the premise nonlinear MF parameters, centers cij_r, and spreads 

aij_r are trained using gradient decent algorithm such that 

𝑎𝑖𝑗_𝑟(𝑛 + 1) = 𝑎𝑖𝑗_𝑟(𝑛) − 𝛼𝑎
𝜕𝑊

𝜕𝑎𝑖𝑗𝑟
                                   (5.24) 

𝑐𝑖𝑗_𝑟(𝑛 + 1) = 𝑐𝑖𝑗_𝑟(𝑛) − 𝛼𝑐
𝜕𝑊

𝜕𝑐𝑖𝑗𝑟
                                      (5.25) 

where 𝛼𝑎and 𝛼𝑐 are the learning rates of the corresponding parameters; i=1, 2 …., 4; j=1, 2, ...., 4; 

r=1, 2; A weighted aggregator is suggested to optimize premise parameters based on the weights 

Wt1 and Wt2, calculated by 

𝑊𝑡1 =
1/𝐸𝑟1

(1/𝐸𝑟1) + (1/𝐸𝑟2)
                                                 (5.26) 

𝑊𝑡2 =
1/𝐸𝑟2

(1/𝐸𝑟1) + (1/𝐸𝑟2)
                                                (5.27) 

where Er1 and Er2 are the error coefficients calculated from the theoretical and targeted values of 

each output such that  
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𝐸𝑟1 = ∑
1

2
(𝑦1,𝑛 − 𝑂1,𝑛)

2
𝑁

𝑛=1

                                               (5.28) 

𝐸𝑟2 =∑
1

2
(𝑦2,𝑛 − 𝑂2,𝑛)

2
𝑁

𝑛=1

                                               (5.29) 

The premise parameters are optimized by  

𝑎𝑖𝑗  =  𝑊𝑡1 × 𝑎𝑖𝑗_1 +𝑊𝑡2 × 𝑎𝑖𝑗_2                                     (5.30) 

𝑐𝑖𝑗  =  𝑊𝑡1 × 𝑐𝑖𝑗_1 +𝑊𝑡2 × 𝑐𝑖𝑗_2                                    (5.31) 

5.4.2 Steps of INF System Training 

Fig. 5.4 shows the block diagram of the training procedures of the INF system using the 

proposed ensemble training method. Two different datasets are used in this training process. The 

first dataset is constructed considering the dynamic response of the WEC system due to wind speed 

variation. The first training data pair PS11: {[x11, x21, x31, x41]; y11} is taken from the first dataset. 

The  second data pair is constructed from first dataset as PS12: {[x11, x21, x31, x41]; y21}. On the other 

hand, the second dataset corresponds to the transient operating condition of the DFIG-based WEC 

system. The training data pair from the second dataset is constructed as PS21: {[x11, x21, x31, x41]; 

y21}. For a WEC system, in implementation, PS11: {[et1, Δet1, eψ1, Δeψ1]; vq1}, PS12: {[et1, Δet1,eψ1, 

Δeψ1]; vd1}, and PS21: {[et2, Δet2, eψ2,Δeψ2]; vq2}. The ensemble training will take following steps, 

as shown in Algorithm-5.1. 
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Algorithm 5.1 Ensemble Training Method 

Step 1 

 select PS11. Optimize  𝛾𝑝_𝑠𝑠𝑚 using Equations (5.22) and (5.23) 

Step 2 

Train aij_1 and cij_1using Equations (5.24) and (5.25) 

Step 3 

select PS21 . Optimize  𝛾𝑝_𝑡𝑟𝑚 using Equations (5.22) and (5.23) 

Step 4 

select PS12 . Optimize 𝛾𝑞𝑚 using Equations (5.22) and (5.23) 

Step 5 

Train aij-2 and cij-2 using  Equations (5.24) and (5.25) 

Step 6 

Calculate aij, cij using Equations (5.26) and (5.31) 
 

5.5 Effectiveness Analysis of the Proposed Network and Training Algorithms 
The proposed INF network is first trained with the ensemble training technique; the 

network is then validated using the holdout validation process, which splits the total dataset into 

two portions. One portion is used for training the INF network and the other is used for testing 

purposes. An initial dataset of approximately 2000 data pairs is obtained from the WEC system 

considering different speed conditions from 10 m/sec to 16m/sec; 70% of the datasets are used to 

train the INF network, and 30% of datasets are used for testing [121]. Furthermore, to investigate 

the effectiveness of the proposed INF network and ensemble training algorithm, the root mean 

square error (RMSE) for the training and testing is determined and analyzed: 

𝑅𝑆𝑀𝐸 =  √
∑ (𝑦𝑛 − 𝑂𝑛)2
𝑁
𝑛=1

𝑁
                                                (5.32) 

where yn are the targeted outputs from the training data pairs, On are the calculated data from INF 

network and N is the total number of data pairs. The performance of the proposed INF network is 

compared with the classical 4 input 2 output NF network in terms of RMSE and total computational 

states [122]. Additionally, the processing time required for training and operation for the related 

systems (using MATLAB software on a computer having Intel Core i7 processor and 12 GB RAM) 

are also analyzed and compared.  
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Table 5.1 summaries the calculation of the computational states using Eq.  (5.8) to (5.11) 

for the proposed INF based DTF control technique using the NF network with 4 inputs and 2 

outputs. It is clear that the computational burden is much lower for the proposed INF based DTF 

control technique due to the use of the new INF network. Table 5.2 summarizes processing 

effectiveness of the proposed INF and classical multioutput NF configurations. From the 

comparison, it is evident that the proposed INF configuration has significantly fewer 

computational states and shorter computational time compared to the similar classical one; this 

makes the proposed INF-based DTF control scheme effective to compute the output, maintaining 

near- equivalent network performance in terms of RMSE. Additionally, the effectiveness of the 

proposed training method is also compared with the traditional training algorithm by training the 

proposed INF network using both proposed and traditional training methods. Table 5.3 

summarizes the performance comparison between the proposed and traditional training algorithms 

in terms of RMSE. From the table, it is evident that the proposed ensemble training technique is 

effective in terms of RMSE compared to the traditional training technique [49]. 
Table 5.1 Computational states calculation related to the NF networks  

Parameters Classical NF network Proposed INF network 
𝑁𝐿1 16 8 

𝑁𝐿2 𝑡𝑜 𝑁𝐿4 96 64 
𝑁𝐿5 2 2 
𝑁𝑡𝑜𝑡𝑎𝑙 16+96+2=114 8+64+2=74 

 

Table 5.2 Performance comparison between NF configurations 

 Classical NF network Proposed INF network 

Computational states 114 74 

Testing time (sec) 0.8923 0.3512 

Testing RMSE 4.7 × 10−5 4.73 × 10−5 

Training RMSE 2.87 × 10−6 2.84 × 10−6 
 

Table 5.3 Performance comparison between training algorithms 

 Traditional algorithm Proposed algorithm 

Training RMSE 2.87 × 10−6 2.84 × 10−6 

Testing RMSE 4.74 × 10−5 4.7 × 10−5 

Training time  68.04 sec  62.49 sec 
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5.6 System Stability Analysis 

5.6.1 Second Order System and Stability Analysis  

The transfer function (T(s)) of a second order linear time invariant (LTI) system can be 

presented by 

𝑇(𝑠) =
𝜔𝑛
2

𝑠2 + 2𝜁𝜔𝑛 + 𝜔𝑛2
                                                     (5.33) 

where s is the Laplace variable, ωn is the natural frequency of oscillation, 𝜁 is the damping ratio. 

The percent overshoot (%OS) of T(s) can be calculated as 

%𝑂𝑆 =
𝐶𝑝𝑒𝑎𝑘 − 𝐶𝑓𝑖𝑛𝑎𝑙

𝐶𝑓𝑖𝑛𝑎𝑙
                                                          (5.34) 

where 𝐶𝑝𝑒𝑎𝑘 and 𝐶𝑓𝑖𝑛𝑎𝑙 represents the peak and the final value calculated from the step response 

of T(s). The %OS is related to 𝜁 as 

𝜁 = −
ln (

𝑂𝑆
100)

√(𝜋2 + ln2 (
%𝑂𝑆
100

))

                                                  (4.35) 

The stability of a LTI system can be analyzed from bode plot by observing the phase margin (PM). 

Mathematically, 

𝑃𝑀 = ∅ − (−1800) = 1800 + ∅                                      (5.36) 

where ∅ is the phase of the system at the crossover frequency (ωc) [119].  

5.6.2 Stability Analysis of the WEC system 

 The stability of the DFIG-based WEC system with the proposed INF-based DTF control 

technique is analyzed in this subsection by applying a step change of wind speed from zero to rated 

value. Firstly, the step response of the torque is obtained and the value of natural frequency of 

oscillation (ωn), percent overshoot (%OS) and damping ratio (𝜁) are determined from the torque 

step response. Furthermore, the approximate transfer function of a second order linear time 

invariant system is determined and presented in Table 5.4. System stability is analyzed using the 

estimated transfer function. Fig. 5.5 shows the bode plot of the estimated system. From the bode 
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plot, it can be seen that the system is stable with a phase margin of 560 at ωc=29.95 rad/sec. Hence, 

it can be concluded that WEC system with the INF-based DTF control technique can cope with 

any of wind speed variation within the rated operational range. 

Table 5.4 Transfer function and system parameters of the approximated second order system 

Quantity Value 

Damping ratio (ζ) 0.5412 

Natural frequency of oscillation (ωn) 39.57 (rad/sec) 

Estimated transfer function 
1565

s2 +  42.83s + 1565
 

Poles of the estimated system -21.415 ±j33.2743 

 

 

Fig. 5.5 Bode plot of the approximated system 
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5.6.3 Stability Analysis Under Disturbance  

To investigate the stability under disturbance conditions, a wind profile with gust wind and 

external disturbance is considered, as shown in Fig. 5.6 [101], [123]. 

 
Fig. 5.6 Wind profile with gust wind and external disturbance. 

 

The wind velocity incorporating the gust wind can be described as  

𝑉 = 𝑉𝑏𝑎𝑠𝑒 +
𝑉𝑔𝑢𝑠𝑡,𝑚

2
(1 − cos 4𝜋𝑡); 0.6 < 𝑡 < 1.5                    (5.37) 

where Vbase= base wind speed, which is considered as 10 m/sec, Vgust,m= maximum gust speed, t= 

considered simulation time. Additionally, 10% random disturbance is added with the base wind 

velocity for the time of 1.5 sec to 2.0 sec. Furthermore, Lyapunov theorem of stability is applied 

to check the stability of the WEC system with the proposed INF-based DTF control technique 

through the trajectory analysis. Lyapunov theorem of stability states that a system is considered as 

stable near the equilibrium point λ, if for a Ω>0, there exists ρ>0 such that || 𝜆(0)||< ρ, then ||𝜆(t)||≤

Ω for all t>0; provided that Ω𝜖ℛ, and 𝜌𝜖ℛ, where ℛ is the set of real numbers [124], Here, ||𝜆(t)|| 

represents the norm of 𝜆(t). As by definition in a two-dimensional space, ||λ|| = √λ𝑥2 + λ𝑦2 , so 

||𝜆(t)||≤ Ω signifies, 

λ𝑥
2 + λ𝑦

2 ≤ Ω2                                                                    (5.38) 

here 𝜆𝑥and λy represents the x-axis and y-axis components of 𝜆 , respectively.  Equation (34) shows 

that the system will be considered stable if the trajectory of λ lies within a circle of the finite radius 

Ω in a two-dimensional plane. The Lyapunov theorem is used to check the trajectory of torque 
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(Te), flux (ψs) and rotor current (Is) under the disturbance condition, as described above. Hence, 

considering (34), the constraints to be satisfied for these three quantities can be described as  

𝑇𝑒𝑥
2 + 𝑇𝑒𝑦

2 ≤ Ω𝑇
2  

𝜓𝑠𝑥
2 + 𝜓𝑠𝑦

2 ≤ Ω𝜓
2                                                             (5.39) 

𝐼𝑠𝑥
2 + 𝐼𝑠𝑦

2 ≤ Ω𝐼
2 

 where 𝑇𝑒𝑥 = 𝑇𝑒 cos𝜔𝑡; 𝑇𝑒𝑦 = 𝑇𝑒 sin𝜔𝑡; 𝜓𝑠𝑥 = 𝜓𝑠 𝑐𝑜𝑠 𝜔𝑡; 𝜓𝑠𝑦 = 𝜓𝑠 𝑠𝑖𝑛 𝜔𝑡; 𝐼𝑠𝑥 = 𝐼𝑠 𝑐𝑜𝑠 𝜔𝑡 and 

𝐼𝑠𝑦 = 𝐼𝑠 sin𝜔𝑡 and Ω𝑇 , Ωψ, Ω𝐼 𝜖ℛ, 𝜔 = 2𝜋𝑓 , f=grid frequency. Fig. 5.7 represents the 

trajectories of Te, ψs, and Is, considering the wind profile incorporating gusts and disturbances. 

From Fig. 5.7, it is obvious that the trajectories of Te, ψs, and Is have satisfied the constraints 

developed in Equation (5.35), as changes of these quantities have remained bounded within the 

circles of finite radii. Consequently, it can be concluded that the proposed INF-based DTF control 

can maintain stability of the WEC system for disturbance at wind speed conditions. 

 
Fig. 5.7 Trajectories of Te, ψs, and Is, considering the wind profile in Fig. 5.6. 
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Table 5.5 Simulation parameters of DFIG WEC system 
 

Parameters Value 

Rated power of the turbine 1.0 MW 

Rated power of DFIG 1.0 MW 

RMS Grid voltage 690 V 

Grid frequency 60 Hz. 

Number of pole pairs 2 

Leakage resistance 2.9 mΩ 

Leakage inductance 0.08 mH 

Magnetizing inductance 2.5 mH 

DC coupling capacitance 150 mF 

5.7 Simulation Testing and Result Analysis 

The effectiveness of the proposed INF-based DTF control technique is investigated through 

simulation testing, corresponding to wind-speed variations and starting transients for a DFIG-

based WEC system. The performance of the WEC system using the proposed INF-based control 

technique is compared with the traditional decoupled NF-based DTF control scheme. The 

MATLAB/Simulink software is used for comparison and analysis. The parameters used in this 

study are summarized in Table 5.5. 

Fig. 5.8 shows the performance comparison of the starting transient torque of the generator 

for the traditional decoupled, and the proposed INF-based DTF control technique. From Fig. 

5.8(b), it is evident that the INF-based DTF control technique can significantly reduce the torque 

fluctuation and distortion, with the peak transient torque of 1.41×104 N.m vs 2.84×104 N.m 

generated by decoupled NF-based DTF control scheme (Fig. 5.8(a)). Moreover, it is clear that the 

INF-based DTF control technique can also reduce the transient time compared to the decoupled 

NF-based DTF control scheme (0.2 s vs. 0.3 s). Fig. 5.9 presents the transient performance of the 

rotor speed using the related controllers. The INF-based DTF control technique has a starting peak 

speed of 189.84 rad/sec, which is lower than that of the decoupled NF-based scheme (198.84 

rad/sec). The INF-based control can also significantly reduce the transient time of the rotor speed 

in comparison with decoupled DTF control technique (0.2 vs 0.4 s) due to its more efficient 

adaptive capability.  
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Fig. 5.8 Transient performance comparison of the generator starting torques, using:(a) decoupled NF; (b) proposed 

INF-based DTF control scheme 

 

Fig. 5.9 Transient performance comparison of rotor speed using: (a) decoupled NF; (b) proposed INF - DTF control 
scheme. 
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Furthermore, Fig. 5.10 shows the transient performance comparison of the stator current 

between these controllers. Although the performance of these controllers is similar in this case 

with transient current peaks approximately 1.1×104, the transient current of the proposed INF-

based DTF control technique is less distorted, and decays faster (0.2 s) compared to decoupled 

NF-based DTF control scheme (0.3 s). Consequently, it can be concluded that the proposed INF-

based DTF control technique can improve the transient performance of the DFIG-based WEC 

system due to altering the consequent parameters of the proposed INF network considering 

transient operation of WEC system. 

 
 

 

Fig. 5.10 Transient performance comparison of stator current using: (a) decoupled NF; (b) proposed INF-based DTF 
control scheme 

On the other hand, the dynamic performance of the DFIG-based WEC system with the 

proposed INF-based DTF control technique is studied considering a step change in wind speed of 

10 m/sec to 16 m/sec at 1.0 sec, using the related control techniques. Figs. 5.11 to Fig 5.13 show 

the dynamic performance of different quantities related to DFIG-based WEC system. From Fig. 

5.11(b), it is observed that the peak torque from the INF-based control reaches 5975 N.m, which 

is much lower than the decoupled NF-based DTF control scheme (6012 N.m). In addition, it is 
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seen from Fig. 5.12 that the rotor speed peak using the proposed INF-based DTF control is also 

slightly lower (190.75 rad/sec) than the decoupled NF-based DTF control scheme (190.8 rad/sec). 

Similarly, from Fig. 5.13, the stator current peak using the INF-based DTF control is (1076 A), 

which is lower compared to the classical decoupled NF-based DTF control scheme (1115 A). 

Hence, it is evident that the proposed INF-based DTF control technique can improve the dynamic 

performance of the WEC system. 

 
Fig. 5.11 Generator torque performance comparison for a step change in wind speed using: (a) decoupled NF; (b) 

proposed INF-based DTF control scheme 
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Fig. 5.12 Rotor speed performance comparison for a step change in wind using: (a) decoupled NF; (b) proposed 

INF-based DTF control scheme 

 

 
Fig. 5.13 Stator current performance comparison for a step change in wind using: (a) decoupled NF; (b) proposed 

INF-based DTF control scheme. 
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Fig. 5.14 shows the comparative responses of torque, stator current and rotor speed of the 

DFIG WEC system using different control techniques for a step change in wind speed from 0 

m/sec to 16 m/sec. From these responses, it is observed that the peak of the torque in the step 

response (Fig. 5.14 (a) is much lower (5977 N.m) for the proposed INF-based DTF control 

technique compared to both the conventional NF and PI-based controller (6200 N.m and 6400 

N.m) respectively. Similarly, the current peak for the proposed technique is 1097 A, which is 1122 

A for the conventional NF and 1161 A for the PI-based schemes (Fig 5.14(b)). Likewise, rotor 

speed peak at the time of step change is slightly lower for the proposed control technique (190.744 

rad/sec vs 190.875 and 190.847 rad/sec), which is evident from Fig. 5.14(c). Table 5.6 summarizes 

the performance of the INF-based DTF control technique compared to the decoupled NF and 

decoupled PI-based DTF control scheme. From this table, it is observed that the %OS for torque, 

rotor speed and stator current have improved for the proposed INF-based technique compared to 

both the classical decoupled NF and benchmark-tuned PI-based scheme. 
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Fig. 5.14 Comparative performances among the proposed INF, conventional NF and PI controllers for a step change 

in wind speed (0-16 m/sec): (a) torque; (b) stator current; (c) rotor speed. 
 

Table 5.6 Performance comparison among the related control techniques 

Property 
Proposed INF- 

based DTF 
control 

Decoupled NF-
based DTF 

control 

Decoupled PI-
based DTF 

control 

Torque Overshoot 12.7% 16.91% 20.73% 

Rotor speed Overshoot 0.27% 0.339% 0.324% 

Stator current Overshoot 11.4% 14.1% 17.98% 
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5.8 Experimental Testing and Result Analysis 

The effectiveness of the proposed INF-based DTF control technique is verified by 

experimental tests in this section. A prototype of a DFIG-based WEC system is implemented in 

the laboratory environment using the DSP board (DS 1104). A four-quadrant dynamometer from 

‘LabVolt Series’ is used to emulate the real-time behavior of a wind turbine, which is shown in 

Fig. 5.15. The parameters and ratings of the assembled DFIG-based WEC system are presented in 

Table 5.7. To investigate the real-time dynamic response of the DFIG-based WEC system, the 

simulated wind speed varies from 3 m/sec to 12 m/sec through ‘LVDAC-EMS’ software from the 

command computer.  

Table 5.7 Parameters of the experimental setup 

Parameters Value 

Rated wind turbine power 450 W 

Pitch angle 0° 

Rated DFIG power 480 VA 

Grid voltage (rms) 208 V 

Number of pole pairs 2 

Leakage resistance 8.10 Ω 

Leakage inductance 30.0 mH 
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Fig. 5.15 Experimental setup of the DFIG-based WEC system for testing: (1) line inductance; (2) grid; (3) rotor side 
converter; (4) rectifier; (5) DS1104; (6) command computer for DS 1104; (7) sensors; (8) wind turbine; (9) DFIG. 

 

Fig. 5.16 shows the dynamic response of the torque, rotor speed and stator current of the 

DFIG-based WEC system using the decoupled NF-based DTF control scheme. Fig. 5.17 presents 

the dynamic responses of the same quantities using the proposed INF-basedDTF control  

technique. It is evident from Figs. 5.16(a) and 5.17(a) that the change in torque for wind speed 

variation is smoother for the proposed INF-based DTF control  technique compared to the 

conventional NF scheme. Additionally, the WEC system torque using the proposed INF-based 

DTF control  technique can track the reference more accurately compared to the decoupledDTF 

control  scheme. Similar to the classical control technique, the proposed INF-based DTF control 

technique can also maintain smooth rotor speed change at the time of wind speed variation (Figs. 

5.16(b) and 5.17(b)). Moreover, the stator current for using the INF-based DTF control  technique 

exhibits less fluctuation compared to using conventional NF-based decoupled DTF control  

scheme (Figs. 5.16(c) and 5.17(c)). Consequently, it can be concluded that the proposed INF-based 

DTF control outperforms the related classical control technique in terms of dynamic performance, 

whereas it does not significantly affect the performance of the rotor speed. Furthermore, the 

proposed INF-based DTF control technique does not distort the sinusoidal shape of stator current 

of the DFIG in WEC system, as indicated in Fig. 5.17(d), which implies the controller’s possible 
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effectiveness for grid-connected operation. However, some spikes are visible in the waveform of 

instantaneous current and torque as discussed in Chapter 4 (Section 4.6). 

(a) 

 

(b) 

 

(c) 
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(d) 

 

 
Fig. 5.16 The Experimental dynamic response of the DFIG-based WEC system using decoupled NF-based DTF 
control scheme: (a) torque (Scale: 1 div: =1.0 N.m); (b) rotor speed (Scale: 1 div: =1000 rpm); (c) stator current 

(Scale: 1 div: =0.2 A); (d) instantaneous stator current. 
 

(a) 

 

(b) 
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(c) 

 

(d) 

 
Fig. 5.17 Experimental dynamic response of the DFIG-based WEC system using the proposed INF-based DTF 

control technique: (a) torque (Scale: 1 div: =1.0 N.m); (b) rotor speed (Scale: 1 div: =1000 rpm); (c) stator current 
(Scale: 1 div: =0.2 A); (d) instantaneous stator current 

5.9 Chapter Conclusion 

   A novel INF-based DTF control technique was presented in this chapter to control the 

RSC of DFIG-based WEC system. The proposed INF-based DTF control scheme has been found 

to have less computational burden compared to the classical NF-based DTF control. The transient 

and steady-state operating conditions of the WEC system have been incorporated with the INF by 

adjusting some of its parameters. In addition, an ensemble training algorithm has also been 

developed for online training of the proposed INF structure. Stability analysis of the DFIG-based 

WEC system using the INF-based DTF control technique has been also provided. The performance 

of the WEC system using INF-based DTF control has been examined firstly by using simulation 

tests, with the comparison of the classical decoupled NF-based DTF control scheme. Finally, a 
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prototype DFIG-based WEC system has been built to test the performance of the proposed INF-

based DTF control scheme in real-time. It has been found that the proposed INF-based DTF control 

technique improved the performance of the generator torque, stator current and rotor speed 

compared to the classical decoupled NF-based DTF control scheme. Therefore, the proposed INF-

based DTF control scheme could be a potential candidate for real-life grid-connected DFIG-based 

WEC system.  
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Chapter 6 

Neuro-Fuzzy based Fault Tolerant Control Technique for 

Induction Machine 

In this chapter, a neuro fuzzy (NF) based fault-tolerant control (FTC) technique will be 

presented to accommodate the induction machine (IM) rotor bar fault. Firstly, the effect of BRB 

fault on current and torque is analyzed. Secondly, the proposed NF-based FTC approach is 

discussed. The effectiveness of the FTC technique is verified through simulation tests.  

6.1 Fault Tolerant Control of IM 
As discussed in Chapter 2 (Section 2.11), IM faults can cause motor performance 

degradation such as torque fluctuations, overheating, and power loss. The FTC aims to compensate 

for the adverse effect of faults so that the performance of the faulty machine can be improved to 

some extent before proper repairs or maintenance operations are undertaken. This study focuses 

on FTC for IM with BRB fault. 

6.2 Analysis of Current and Torque of IM 
From the discussions in Chapter 3 (Section 3.1), it is seen that when one or more rotor bars 

break then their adjacent bars have to carry more currents, which causes an asymmetry in magnetic 

flux distribution of IMs. Thus, the motor current incorporates different sideband frequencies, 

which is reflected on the line current spectra of faulty IMs. The characteristics sideband frequencies 

(𝑓𝑘) for the BRB fault in IMs can be calculated as   

𝑓𝑘 = (1 ± 2𝑘𝑠) × 𝑓0                                                                        (6.1) 

where f0 is the grid frequency in Hz; s is the slip; 𝑘 = ±1,±2,… ,±𝑁, N is the order of sidebands.  

If BRB fault occurs in an IM, the faulty stator current (𝐼𝑠) can be presented as  

𝐼𝑠 = 𝐼𝑠_0𝑚 sin 2𝜋𝑓0𝑡 + ∑ 𝐼𝑠_𝑘𝑚 sin 2𝜋𝑓𝑘𝑡

𝑁

𝑘=−𝑁

=   𝐼𝑠_0 + 𝐼𝑠_𝑟𝑖𝑝𝑝𝑙𝑒                          (6.2) 

where  

𝐼𝑠_0 = 𝐼𝑠_0𝑚 sin(2𝜋𝑓0𝑡)  
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𝐼𝑠_𝑟𝑖𝑝𝑝𝑙𝑒 = ∑ 𝐼𝑠_𝑘𝑚 sin( 2𝜋𝑓𝑘𝑡

𝑁

𝑘=−𝑁

) 

𝐼𝑠_0 is the current component of fundamental frequency; 𝐼𝑠_𝑟𝑖𝑝𝑝𝑙𝑒 is the current component that 

introduces ripples in the stator current when BRB fault occurs in the IM. From the discussions in 

Chapter 2 (Section 2.6), the torque Tem and flux 𝜓𝑠 of the IM can be estimated as  

𝜓𝑞𝑠 = −
𝑣𝑑𝑠 − 𝑖𝑑𝑠𝑅𝑠

𝜔𝑠
                                                                   (6.3) 

𝜓𝑑𝑠 =
𝑣𝑞𝑠 − 𝑖𝑞𝑠𝑅𝑠

𝜔𝑠
                                                                       (6.4) 

𝜓𝑠 = √𝜓𝑑𝑠
2 + 𝜓𝑞𝑠2  and 𝜃𝑠 = tan−1

𝜓𝑞𝑠

𝜓𝑑𝑠
                                              (6.5) 

𝑇𝑒𝑚 =
3𝑃

2
(𝑖𝑞𝑠𝜓𝑑𝑠 − 𝑖𝑑𝑠𝜓𝑞𝑠)  (𝑁.𝑚)                                                    (6.6) 

where  

𝑣𝑑𝑠 , 𝑣𝑞𝑠 — d- axis and q- axis comments of supply voltage 𝑣𝑠; 

𝑖𝑑𝑠, 𝑖𝑞𝑠 — d- axis and q- axis comments of IM current 𝐼𝑠; 

𝜔𝑠— synchronous speed of the IM; 

𝜓𝑑𝑠  and 𝜓𝑞𝑠— d- axis and q- axis components of flux 𝜓𝑠 in the IM; 

𝑃— number of pole pairs in IM. 

Considering Equation (6.2), the d- axis and q- axis components (𝑖𝑑𝑠 and 𝑖𝑞𝑠 ) of IM current 

𝐼𝑠 can be estimated as  

[
𝑖𝑑𝑠
𝑖𝑞𝑠
] = 𝒯𝑑𝑞 {𝐼𝑠} = 𝒯𝑑𝑞 {𝐼𝑠_0} + 𝒯𝑑𝑞 {𝐼𝑠_𝑟𝑖𝑝𝑝𝑙𝑒} = [

𝑖𝑑𝑠_0 + 𝑖𝑑𝑠_𝑟𝑖𝑝𝑝𝑙𝑒
𝑖𝑞𝑠_0 + 𝑖𝑞𝑠_𝑟𝑖𝑝𝑝𝑙𝑒

]                        (6.7)  

where 𝒯𝑑𝑞{𝐼𝑠} represents the d-q transformation of 𝐼𝑠, that produces 𝑖𝑑𝑠 and 𝑖𝑞𝑠 [**]; 𝑖𝑑𝑠_0 and  𝑖𝑞𝑠_0 

represents d- axis and q- axis comments of 𝐼𝑠_0; 𝑖𝑑𝑠_𝑟𝑖𝑝𝑝𝑙𝑒 and 𝑖𝑞𝑠_𝑟𝑖𝑝𝑝𝑙𝑒 represents d- axis and q- 

axis comments of 𝐼𝑠_𝑟𝑖𝑝𝑝𝑙𝑒. Hence, the torque 𝑇𝑒𝑚 of the IM at faulty condition can be estimated 

as   

𝑇𝑒𝑚 =
3𝑃

2
(𝑖𝑞𝑠𝜓𝑑𝑠 − 𝑖𝑑𝑠𝜓𝑞𝑠) 
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𝑇𝑒𝑚 =
3𝑃

2
[(𝑖𝑞𝑠_0 + 𝑖𝑞𝑠_𝑟𝑖𝑝𝑝𝑙𝑒)𝜓𝑑𝑠 − (𝑖𝑑𝑠_0 + 𝑖𝑑𝑠_𝑟𝑖𝑝𝑝𝑙𝑒)𝜓𝑞𝑠] 

𝑇𝑒𝑚 =
3𝑃

2
[(𝑖𝑞𝑠_0𝜓𝑑𝑠 − 𝑖𝑑𝑠_0𝜓𝑞𝑠)] +

3𝑃

2
[(𝑖𝑞𝑠_𝑟𝑖𝑝𝑝𝑙𝑒𝜓𝑑𝑠 − 𝑖𝑑𝑠_𝑟𝑖𝑝𝑝𝑙𝑒𝜓𝑞𝑠)] 

𝑇𝑒𝑚 = 𝑇𝑒𝑚_0 + 𝑇𝑒𝑚_𝑟𝑖𝑝𝑝𝑙𝑒                                                         (6.8) 

where  

𝑇𝑒𝑚_0 =
3𝑃

2
[(𝑖𝑞𝑠_0𝜓𝑑𝑠 − 𝑖𝑑𝑠_0𝜓𝑞𝑠)] 

𝑇𝑒𝑚_𝑟𝑖𝑝𝑝𝑙𝑒 =
3𝑃

2
[(𝑖𝑞𝑠_𝑟𝑖𝑝𝑝𝑙𝑒𝜓𝑑𝑠 − 𝑖𝑑𝑠_𝑟𝑖𝑝𝑝𝑙𝑒𝜓𝑞𝑠)] 

𝑇𝑒𝑚_0 and 𝑇𝑒𝑚_𝑟𝑖𝑝𝑝𝑙𝑒 are the induced electromagnetic torque and torque ripples due to BRB fault 

of the IM, respectively. Hence it can be concluded that a faulty IM introduces more ripples in the 

output torque. 

 
 

Fig. 6.1. The IM stator current signature comparison: (a) healthy IM, (b) faulty IM with three BRBs, (c) envelope 
ripple at faulty current signature presented in 6.1(b).  
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Fig. 6.1 represents the real time stator current signature comparison of IMs, which are 

collected using the experimental setup presented in Chapter 5 (Fig. 5.4). As the BRBs cannot carry 

current in IM operation, these broken bars cause asymmetry in the magnetic flux distribution in 

IM. This asymmetry is reflected in the stator current signature of the IM. From Fig. 6.1(a) it is 

observed that if the IM is healthy, the current is in an ideal sinusoidal form and there are no clear 

ripples in the current envelop signature. On the other hand, it is seen from Fig. 6.1(b) that ripples 

are clearly recognized in current envelopes for the IM with BRB fault. 

Fig. 6.2 represents the IM torque responses for a healthy IM, and a faulty IM with three 

BRBs. The torque outputs from the healthy and faulty IM are calculated using Equation (6.6), 

using the corresponding stator signals as shown in Fig. 6.1. From Fig. 6.2(a) it is evident that the 

torque envelope of the faculty IM has clearer envelope ripples due to BRB fault, in comparison 

with the torque outputs from a healthy IM as reflected in Fig. 6.2(b).   

envelope ripples 

  
Fig. 6.2 The IM torque response comparison: (a) healthy IM, (b) faulty IM with three BRBs.  

6.3 Analysis of Current and Torque Responses of a Faulty IM  

Firstly, to investigate the effects of the BRB fault on IM outputs, different samples of 

current spectra of an IM having BRB faults are considered using the experimental setup presented 
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in Chapter 3 (Fig. 3.4). The ratio 𝐼𝑠_𝑘𝑚/𝐼𝑠_0𝑚 for different samples of the IM with three BRBs are 

presented at Table 6.1. To model the faulty current in simulation, the average ratio of  𝐼𝑠_𝑘𝑚/𝐼𝑠_0𝑚 

is considered.  The specific sideband harmonics are generated under different IM operating slip s 

or speed. Additionally, the magnitude of the harmonics at current signature are estimated 

considering the average ratio of  𝐼𝑠_𝑘𝑚/𝐼𝑠_0𝑚. Finally, the fault current signature is formulated by 

adding the sideband harmonics to the fundamental current response of the IM. Fig. 6.3 illustrates 

the modeling diagram of the current signature for a faulty IM in simulation.  

Table 6.1. The ratio 𝐼𝑠_𝑘𝑚/𝐼𝑠_0𝑚 of IM with BRBs 

𝑘 value Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Average 

1 1.00
× 10−2 

8.67
× 10−3 

8.88
× 10−3 

8.30
× 10−3 

9.10
× 10−3 

8.97
× 10−3 

−1 5.55
× 10−3 

6.69
× 10−2 

1.08
× 10−2 

5.87
× 10−3 

8.33
× 10−3 

2.23
× 10−2 

2 1.10
× 10−3 

8.98
× 10−4 

6.27
× 10−4 

1.04
× 10−3 

6.81
× 10−4 

2.94
× 10−3 

−2 2.06
× 10−3 

1.38
× 10−3 

1.48
× 10−3 

1.21
× 10−3 

1.63
× 10−3 

4.64
× 10−3 

3 1.17
× 10−3 

1.12
× 10−3 

1.11
× 10−3 

1.25
× 10−3 

1.08
× 10−3 

3.69
× 10−3 

−3 1.17
× 10−3 

1.28
× 10−3 

1.17
× 10−3 

1.13
× 10−3 

6.47
× 10−4 

4.06
× 10−3 

 

Is_±1m sin 2πf±1t

Is_±2m  sin 2πf±2t

Is_0m sin 2πf0t

Is_±3m  sin 2πf±3t

Σ Is 

 
Fig. 6.3. The schematic diagram of modelling the faulty IM current signature.  

 

Fig. 6.4 shows the simulated faulty current signatures and the torque responses 

respectively, using an IM with three BRBs. The torque response of the faulty IM is generated using 

Equation (6.6) considering the real time current signature given in Fig. 6.4(a). On the contrary, the 

simulated torque response is generated using Equation (6.6) based on the simulated current 

signature given in Fig. 6.4(b). Hence, the real time and simulated torque responses of the IM are 
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presented in Figs. 6.4(c) and 6.4(d), respectively. Analyzing Figs. 6.4(c) and 6.4(d) it can be 

concluded that the simulation technique described in this section can generate torque ripples 

similar to the real time faulty torque response of the IM. 

 
Fig. 6.4 Faulty current signatures and torque responses of IM: (a) real time current signature, (b) simulated current 

signature, (c) real time torque response, (d) simulated torque response. 
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6.4 The Proposed NF based FTC Technique 

From the discussions in Sections 6.2 and 6.3, the BRB fault introduces ripples in the torque 

response of the IM, which may adversely affect the machine performance due to extra vibration 

and overheating of the IM. Hence, the proposed NF-based FTC aims to reduce the torque ripples 

due to BRB fault of the IM. 

The arrangement of the IM with the NF based FTC technique is presented in Fig. 6.5. The 

proposed NF-based FTC technique can adapt its parameters considering the operational ranges of 

the torque of an IM. The adaptation of parameters are detailed discussed in Section 6.5 of this 

chapter. This adaptive technique allows the proposed FTC to reduce the torque ripple at different 

operating conditions during BRB fault. The specific implementation strategy of the proposed FTC 

will be discussed in Section 6.7. 

As discussed in Chapter 2 (Section 2.4.4), the grid connected IM uses a rectifier and an 

inverter for the operation. The torque (Tem) of the IM is estimated from the operating voltage and 

current of the IM using Equation (6.6). The estimated Tem is compared with the reference torque 

to generate the errors for the torque (et and Δet). These errors work as inputs to the proposed NF-

based FTC technique and estimate the q axis control signal (vq) which is the output of the proposed 

NF based FTC technique. The q axis control voltage signal (vq) can be adapted, by adjusting the 

inverters operation to reduce the torque ripples in IM operation. The training algorithms for 

updating the FTC system parameters will be discussed in Section 6.6 of this chapter. Furthermore, 

the stator flux values (𝜓𝑠) of the IM are calculated using Equations (6.3) -(6.5), which are then 

utilized to generate the d axis control voltage signal (vd) as illustrated in Fig. 6.5. The combination 

d axis cand q axis control voltage signals (vd and vq) are used to control the inverter connected to 

the IM. 
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Fig. 6.5 The arrangement of the IM with the proposed NF based FTC technique.  

6.5 The Architecture of the NF Network for the Proposed FTC Technique 

The NF architecture of the proposed FTC technique is shown in Fig. 6.6. The layer 

functionality of NF network is described as below: 

Layer 1: This is the input fuzzification layer. The inputs are fuzzified in this layer by using the 

fuzzy membership functions. For the construction of the specific NF network used in the proposed 

FTC two inputs of x and y are considered. Here input x represents the et and input y represents the 

quantity of Δet. Each input has three linear MFs as presented as 

𝜇𝐴𝑖(𝑥) =

{
 
 

 
 

0, 𝑥 ≤ 𝑎𝑖
𝑥 − 𝑎𝑖
𝑏𝑖 − 𝑎𝑖

 , 𝑎𝑖 < 𝑥 < 𝑏𝑖

𝑐𝑖 − 𝑥

𝑐𝑖 − 𝑏𝑖
,  𝑏𝑖 < 𝑥 < 𝑐𝑖

                                                        (6.9) 

𝜇𝐵𝑗(𝑦) =

{
 
 

 
 

0, 𝑦 ≤ 𝑎𝑗
𝑦 − 𝑎𝑗

𝑏𝑗 − 𝑎𝑗
 , 𝑎𝑗 < 𝑦 < 𝑏𝑗

𝑐𝑗 − 𝑦

𝑐𝑗 − 𝑏𝑗
,  𝑏𝑗 < 𝑦 < 𝑐𝑗

                                                        (6.10) 
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where i, j =1, 2, 3; The parameters {ai, bi, ci} and {aj, bj, cj} are the nonlinear premise parameters 

to be updated as discussed in Section 6.6.2. 

Layer 2: This is the fuzzy composition layer. If the max-product fuzzy composition operator is 

used, the firing strength for the m-th rule (μm) can be determined by, 

𝜇𝑚 = 𝜇𝐴𝑖(𝑥)𝜇𝐵𝑗(𝑦)  ,𝑚 = 1, 2, . . . ,9.                                    (6.11) 

Layer 3: This is the normalization layer. The normalized firing strength (�̅�𝑚) for each rule 

becomes, 

�̅�𝑚 =
𝜇𝑚

∑ 𝜇𝑖
9
𝑖=1

                                                                         (6.12) 

Layer 4: For the proposed NF based FTC technique the linear parameters are optimized using the 

data from the different operational torque range. The training procedure for linear parameters are 

discussed in Section 6.6.1. The training purpose is to improve the adaptive capability of the NF 

system to reduce the torque ripples corresponding to different operating conditions of IM with 

BRB fault. Hence the NF network can adjust its linear parameters in different operating conditions, 

which makes it capable of reducing the torque ripple compared to the conventional FTC scheme. 

The parameters  (𝛾0𝑚, 𝛾1𝑚 and 𝛾2𝑚) estimated at the operating torque 𝑇𝑒𝑚 can be given as   

𝛾0
𝑚 =∑𝛾0−𝑙

𝑚 [0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑖𝑛−𝑙)) − 0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑎𝑥−𝑙))]

𝑁𝑙

𝑙=1

  (6.13)  

𝛾1
𝑚 =∑𝛾1−𝑙

𝑚

𝑁𝑙

𝑙=1

 [0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑖𝑛−𝑙)) − 0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑎𝑥−𝑙))]   (6.14) 

𝛾2
𝑚 =∑𝛾2−𝑙

𝑚

𝑁𝑙

𝑙=1

 [0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑖𝑛−𝑙)) − 0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑎𝑥−𝑙))]  (6.15) 

where  𝛾0−𝑙𝑚 , 𝛾1−𝑙
𝑚 , 𝛾2−𝑙

𝑚  are the linear consequent parameters for l-th operational range of torque, 

l=1, 2, …Nl;  Nl is the total torque range; 𝑇𝑚𝑖𝑛−𝑙  𝑎𝑛𝑑 𝑇𝑚𝑎𝑥−𝑙 are the minimum and maximum 

torque values for the l-th range; 𝜎 should be high enough considering the operational torque ranges 

to estimate the parameter values accurately and 𝜎 = 10000 is considered for this analysis. For 
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example, if we consider two consecutive torque ranges: [𝑇𝑚𝑖𝑛−1  𝑇𝑚𝑎𝑥−1] and [𝑇𝑚𝑖𝑛−2  𝑇𝑚𝑎𝑥−2] 

(or l = 1, 2), then 𝛾0𝑚 can be estimated as   

𝛾0
𝑚 = 𝛾0−1

𝑚 [0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑖𝑛−1)) − 0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑎𝑥−1))]

+ 𝛾0−2
𝑚 [0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑖𝑛−2)) − 0.5 × tanh(𝜎(𝑇𝑒𝑚 − 𝑇𝑚𝑎𝑥−2))] 

Hence, the functional output is calculated in this layer as, 

𝑓𝑚 = 𝛾0
𝑚 + 𝛾1

𝑚𝑥𝑖 + 𝛾2
𝑚𝑦𝑗 ,                                                         (6.16)  

Layer 5: It is the defuzzification layer. The final output is calculated in this layer as  

𝑓𝑇 = �̅�1𝑓1 + �̅�2𝑓2 +⋯+ �̅�9𝑓9                                                         (6.17) 
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Fig. 6.6 The architecture of the NF network for the proposed FTC technique.  

 

6.6 Training of Parameters for the NF System 

The NF system has two types of parameters as linear consequent parameters and  nonlinear 

premise parameters. The training process for both types of parameters are discussed in this section. 

The hybrid training algorithm will be applied to update the NF system parameters. The objective 
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function in Equation (6.18) is formulated to reduce the difference between the theoretical and 

calculated output data, 

𝑊 =
1

2
𝑒2  =

1

2
 (𝑦 − 𝑓𝑇)

2                                                             (6.18) 

where y and 𝑓𝑇 are expected and theoretical output data, respectively. 

6.6.1 Optimization of the Linear Consequent Parameters 

The consequent parameters 𝛾0𝑚, 𝛾1𝑚and𝛾2𝑚are trained using recursive LSE method: 

𝑃𝑘+1 = 𝑃𝑘 − 
𝑃𝑘𝑎𝑘+1𝑎𝑘+1

𝑇 𝑃𝑘

1 + 𝑎𝑘+1
𝑇 𝑃𝑘𝑎𝑘+1

                                                 (6.19) 

𝛾𝑗−𝑙,𝑘+1
𝑚  =  𝛾𝑗−𝑙,𝑘

𝑚  + 𝑃𝑘+1𝑎𝑘+1(𝑦𝑘+1 − 𝑎𝑘+1
𝑇 𝛾𝑗−𝑙,𝑘

𝑚 )                         (6.20) 

where 𝛾𝑗−𝑙,𝑘+1𝑚  represents the estimate of the optimal linear parameter values.  

𝑎𝑘+1 is a vector containing the coefficients of the linear parameters to be optimized. 

yk+1 is the actual system output. 

Po=𝑎I, where 𝑎 is a large number, … in this case. 

𝛾𝑗−𝑙,0
𝑚 is usually initialized to a vector of zeros. 

m=1,2,.., 9 ; j= 0,1, 2; k=1, 2, …, N; N is the number of training data pairs; l=1, 2, …Nl;  Nl is the 

total operational torque range. From the training process the optimized linear consequent 

parameters, 𝛾0−𝑙𝑚 , 𝛾1−𝑙
𝑚 , 𝛾2−𝑙

𝑚  are obtained for l=1,2,…, Nl-th  operational range of the torque.  

Consequently, the parameters 𝛾0𝑚, 𝛾1𝑚 and 𝛾2𝑚 can be estimated using Equation (6.13) to Equation 

(6.15) as discussed in Section 6.5. In addition, 2000 data are collected considering different 

operational toque conditions and 70% of the data are used for training.   

6.6.2 Optimization of the Premise Parameters 

The nonlinear MF parameters of proposed ANF based controllers are trained by using the 

gradient decent (GD) algorithm, or 

𝑎𝑖(𝑛 + 1) = 𝑎𝑖(𝑛) − 𝛼𝑎𝑖
𝜕𝑊

𝜕𝑎𝑖
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𝑏𝑖(𝑛 + 1) = 𝑏𝑖(𝑛) − 𝛼𝑏𝑖
𝜕𝑊

𝜕𝑏𝑖
                                                 (6.21) 

𝐶𝑖(𝑛 + 1) = 𝐶𝑖(𝑛) − 𝛼𝑐𝑖
𝜕𝑊

𝜕𝐶𝑖
  

where 𝛼𝑎𝑖, 𝛼𝑏𝑖 and 𝛼𝑐𝑖 are the learning rates of the corresponding parameters and ai, bi and ci are 

the premise parameters to be optimized, i=1,2 ,3. The derivatives can be defined using the chain 

rule such as: 

𝜕𝑊

𝜕𝑎𝑖
=
𝜕𝑊

𝜕𝑓

𝜕𝑓

𝜕𝜇𝑖

𝜕𝜇𝑖
𝜕𝑎𝑖

 

𝜕𝑊

𝜕𝑏𝑖
=
𝜕𝑊

𝜕𝑓

𝜕𝑓

𝜕𝜇𝑖

𝜕𝜇𝑖
𝜕𝑏𝑖

                                                          (6.22) 

𝜕𝑊

𝜕𝑐𝑖
=
𝜕𝑊

𝜕𝑓

𝜕𝑓

𝜕𝜇𝑖

𝜕𝜇𝑖
𝜕𝑐𝑖

 

Table 6.2 Simulation parameters of the IM 

Parameters Value 

Rated power 18.5 kW 

Grid voltage(rms) 575 V 

Grid frequency 60 Hz 

Number of pole pairs 2 

Leakage resistance 0.5968 Ω 

Leakage inductance 0.35 mH 

Magnetizing inductance 35 mH 

DC bus capacitance 150 mF 

 

6.7 Simulation Results and Analysis 

The effectiveness of the proposed FTC technique is investigated through simulation studies 

in this section. The performance of the proposed FTC technique is compared to the conventional 

NF-based FTC technique which uses the fixed optimized parameters regardless of the operational 

torque as discussed in Chapter 4 (Section 4.2). Table 6.2 presents the simulation parameters of 
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faulty IM and grid considered for this study. Three torque ranges are considered for the proposed 

FTC:  

l = 1: range of Tem: [95, 105];  

l = 2: range of Tem: [85 95]  

l = 3: range of Tem: [75 85].  

Figs. 6.7 - 6.9 represent the comparison between the conventional and the proposed NF 

based FTC technique for different torque operating conditions. To observe the torque response, 

the IM is controlled by using conventional-NF based FTC technique up to 2.5 sec of the simulation, 

and then the proposed FTC technique is applied for testing. From Fig. 6.7 it is evident that the 

proposed FTC can reduce the torque ripples and provide better performance compared to the 

conventional NF based FTC at Tem= 100 N.m.  Figs. 6.8 and 6.9 show the respective comparison 

results of IM performance using these two NF FTC techniques at testing conditions of Tem= 90 

N.m and 80 N.m, respectively. It is seen that the proposed NF-based FTC technique performs 

better than the conventional NF based FTC in suppressing the torque ripples for the faulty IM due 

to adaptation the NF system parameters based on the instantaneous operational torque of IM.  

 

 
Fig. 6.7 Simulated comparative torque response between conventional and proposed FTC techniques for IM 

operating at Tem= 100 N.m. 
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Fig. 6.8 Simulated comparative torque response between conventional and proposed FTC techniques for IM 

operating at Tem= 90 N.m. 

 
Fig. 6.9 Simulated comparative torque response between conventional and proposed FTC techniques for IM 

operating at Tem= 80 N.m. 

6.8 Chapter Conclusion 

A new NF based FTC technique has been presented in this chapter to cope with BRB fault 

of the IM. At first the torque ripple at the time of BRB fault has been analyzed considering the real 

time healthy and faulty current and torque data of IM. Furthermore, the NF based FTC technique 

has been presented and the detail NF structure used to design the FTC is discussed accordingly. 

The effectiveness of the proposed FTC has been investigated at different operating torque 

conditions at simulation environment. The simulation results, it is evident that the proposed FTC 

technique can reduce the torque ripple at the time of BRB fault compared to the conventional NF 

based FTC approach. Recently the IM has been gaining popularity as wind generators for WEC 

systems and hence, the developed NF based FTC technique could be a potential candidate to utilize 

for faulty SCIG based WEC system. 
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Chapter 7 

Conclusion and Future Work 

7.1 Conclusion 

Induction machines (IMs) are commonly used in WEC system and various industrial 

sectors. IM defects can degrade operational performance and quality of the related machines. 

These IM defects can be induced by electrical, thermal or mechanical stress. It is essential to 

recognize IM defects at their earliest stage so as to prevent machine performance degradation and 

improve production quality and safety. Hence, this work focuses on IM broken rotor bar (BRB) 

fault detection, as BRB fault could generate extra heating, vibration, acoustics noise, or even 

sparks in IMs. 

An EEMD technique has been presented in this thesis to improve the accuracy of signal 

processing-based IM BRB fault detection. The EEMD technique has applied a new similarity 

function, as suggested in the thesis, in order to compare IMFs with the benchmark signature to 

select the representative IMFs for advanced analysis. Likewise, an OAMF technique is developed 

and applied to the MCSA to recognize the sidebands of the characteristic frequency of the selected 

IMFs while employing the presented EEMD technique. The OAMF will use an adaptive window 

function to adjust its bandwidth and provide optimized accentuation in the sidebands of MCSA 

without reconstructing the original time domain signal. A novel optimization technique (MWOA) 

is also developed and presented in this study, with enhanced searching capability in order to reach 

global optima. Finally, a new post-processing method has been used to enhance representative 

features for BRB fault detection. The efficacy of the proposed EEMD technique has been verified 

experimentally. 

WEC system is an effective strategy to generate electric power as it is the most cost-

effective and environmentally friendly strategy. IMs are mostly used in different configurations of 

WEC systems. Among various WEC system configurations, the DFIG-based system is one of the 

most used methods due to its advantages such as variable speed wind regulations, fractional 

converter size, flexible and bidirectional reactive power transformation, etc. However, it is difficult 

to control the healthy IM based WEC system due to uncertain wind speed and nonlinear operation 

of the IMs as well as WEC system.  Hence, in this thesis an ANF-based DTF control technique 
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has been developed for controlling the RSC of DFIG based WEC system. The proposed ANF-

based DTF control technique has exhibited superior dynamic WEC system performance by 

reducing torque and stator current overshoot, as well as settling time for the WEC system compared 

to the conventional fuzzy and PI-based control techniques. Additionally, this control technique has 

the capability to improve the transient condition by reducing the peak torque and stator current at 

the initial starting period. The effectiveness of the developed ANF-based DTF control technique 

has been verified firstly through simulation tests (considering the wind speed variation), as well as 

through transient starting conditions. Furthermore, the ANF-based DTF control technique has 

implemented in DS1104 board and has been applied to a laboratory prototype. The experimental 

results have also supported the efficacy of the proposed control technique.  

In addition, an integrated neuro-fuzzy (INF)-based DTF control technique has been also 

developed for the DFIG-based WEC system. An INF network has been developed and analyzed 

and has been utilized and further applied in the developed INF-based DTF control technique. The 

presented INF-based DTF control technique has processed torque and flux errors to generate the 

control signals for RSC. The construction, assembly and operation of the INF structure has been 

presented systematically in this thesis. Furthermore, an ensemble training method has been 

developed to train the proposed INF system parameters. The INF network presented in this thesis 

has less computational states compared to classical NF network; it is therefore deemed suitable for 

the developed DTF control technique. The presented INF-based DTF control technique has shown 

enhanced dynamic WEC system performance compared to the conventional NF-based DTF 

control scheme. The effectiveness of the developed INF-based DTF control technique has been 

investigated through simulation as well as experimental analysis in a laboratory. Furthermore, the 

stability analysis of the WEC system controlled by the INF-based DTF control has been analyzed 

and presented in this thesis. 

Moreover, the squirrel cage induction machine (SCIM) is utilized sometimes as wind 

generator other than DFIG. SCIM also has the usage in most of the industrial applications. 

However, the BRB fault occur in SCIM may adversely affect the performance of the machine. A 

novel NF based fault tolerant control (FTC) technique has been developed to cope with BRB fault 

of the IM. The proposed FTC technique can reduce the torque ripple and improve the operational 

performance of IM at the time of BRB fault. The operation of NF based FTC technique along with 
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the detail NF structure have been discussed. The effectiveness of the proposed technique is verified 

through simulation. 
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7.3 Future Work 

The future work of this thesis includes the following: 

1. The algorithms related to machine learning and artificial intelligence can be applied to design 

intelligent controllers for the WEC system. The dynamic performance can be investigated by 

introducing those controllers in WEC system. Additionally, algorithms related to intelligent 

control can be applied in off-grid WEC system to investigate the performance of WEC system. 

2. Advanced research can be undertaken into the EEMD technique to other types of IMs and on 

available online datasets for BRB fault detection. In addition, more research can be undertaken 

to adopt the EEMD for fault detection in other IM systems such as rolling element bearings. 

3. The proposed NF based FTC can be applied to a real motor with BRB faults to investigate the 

effectiveness of the control technique experimentally. 
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Appendix-A 
MATLAB-Simulink blocks for simulation 

 

Fig. A.1 Estimate the actual and real transfer function 

 

Fig. A.2 Torque and flux calculation of DFIG 
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Fig. A.3 Grid side control of DFIG 

 

Fig. A.4 DFIG based WEC system  
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Fig. A.5 abc to αβ transformation  

 

Fig. A.6 dq to abc transformation  
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Appendix-B 
MATLAB Coding for different algorithms 

Code for LSE training algorithm 
 

clc; 

close all; 

clear all; 

  

zz=xlsread('Data_Project.xlsx'); % First 50 data is used to 

dertermine initial P and theta 

z=zz(1:50,1:4);  

y=zz(1:50,5); % output matrix 

  

W1=sigmf(z,[-0.05 500]); %Non linear parameters are kept 

constant 

W2=sigmf(z,[0.05 500]);   

  

W11=W1(:,1).*W1(:,2).*W1(:,3);  % returns firing strength  

W22=W1(:,1).*W1(:,2).*W2(:,3); 

W33=W1(:,1).*W2(:,2).*W1(:,3); 

W44=W1(:,1).*W2(:,2).*W2(:,3); 

W55=W2(:,1).*W1(:,2).*W1(:,3); 

W66=W2(:,1).*W1(:,2).*W2(:,3); 

W77=W2(:,1).*W2(:,2).*W1(:,3); 

W88=W2(:,1).*W2(:,2).*W2(:,3); 

W_all=W11+W22+W33+W44+W55+W66+W77+W88; 

  

W111=W11./W_all; %normalization 

W222=W22./W_all; 

W333=W33./W_all; 

W444=W44./W_all; 

W555=W55./W_all; 

W666=W66./W_all; 

W777=W77./W_all; 

W888=W88./W_all; 

  

A1=W111.*z; %step for initial "A" matrix formation 

A2=W222.*z; 

A3=W333.*z; 

A4=W444.*z; 

A5=W555.*z; 

A6=W666.*z; 

A7=W777.*z; 

A8=W888.*z; 
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A=[A1,A2,A3,A4,A5,A6,A7,A8];  %initial "A" matrix  

theta=inv(A'*A)*A'*y; %initial 

p=inv(A'*A); 

  

% Recursive 

zz=xlsread('Data_Project.xlsx'); %Last 300 data is recurcively 

used 

z=zz(51:350,1:4); 

y=zz(51:350,5); % output matrix 

  

W1=sigmf(z,[-0.05 500]);  

W2=sigmf(z,[0.05 500]); 

  

for i=1:300 

W11=W1(i,1).*W1(i,2).*W1(i,3);   

W22=W1(i,1).*W1(i,2).*W2(i,3); 

W33=W1(i,1).*W2(i,2).*W1(i,3); 

W44=W1(i,1).*W2(i,2).*W2(i,3); 

W55=W2(i,1).*W1(i,2).*W1(i,3); 

W66=W2(i,1).*W1(i,2).*W2(i,3); 

W77=W2(i,1).*W2(i,2).*W1(i,3); 

W88=W2(i,1).*W2(i,2).*W2(i,3); 

W_all=W11+W22+W33+W44+W55+W66+W77+W88; 

  

W111=W11./W_all; 

W222=W22./W_all; 

W333=W33./W_all; 

W444=W44./W_all; 

W555=W55./W_all; 

W666=W66./W_all; 

W777=W77./W_all; 

W888=W88./W_all; 

  

A1=W111.*z(i,:);  

A2=W222.*z(i,:); 

A3=W333.*z(i,:); 

A4=W444.*z(i,:); 

A5=W555.*z(i,:); 

A6=W666.*z(i,:); 

A7=W777.*z(i,:); 

A8=W888.*z(i,:); 

  

  

  

A(i,:)=[A1,A2,A3,A4,A5,A6,A7,A8]; 



136 
 

B=A(i,:)'; 

  

 p=p-(p*B*B'*p)/(1+B'*p*B); % using 5.50 book by R. Jang 

                                             

theta=theta+(p*B)*(y(i)-B'*theta); % using 5.50 book by R. Jang 

 end 

Code for GD training algorithm 
clc;             

close all; 

clear all; 

%fixed linear parameters 

 

zz=xlsread('Data_Project.xlsx'); 

z=zz(:,1:4);  

y=zz(:,5); % output matrix 

as1=0.05;as2=0.05;as3=0.05;  % s=small 

ab1=0.05;ab2=0.05;ab3=0.05;  %b=big 

  

cs1=500;cs2=500;cs3=500; 

cb1=500;cb2=500;cb3=500; 

  

for(i=1:200)   %No of epochs  

    for (j=1: size(z,1))  

         

W1(j,1)=sigmf(z(j,1),[-as1 cs1]);  

W1(j,2)=sigmf(z(j,2),[-as2 cs2]);  

W1(j,3)=sigmf(z(j,3),[-as3 cs3]);  

  

W2(j,1)=sigmf(z(j,1),[ab1 cb1]);   

W2(j,2)=sigmf(z(j,2),[ab2 cb2]);   

W2(j,3)=sigmf(z(j,3),[ab3 cb3]);   

  

  

W11=W1(j,1)*W1(j,2)*W1(j,3);  %product firing strength  

W22=W1(j,1)*W1(j,2)*W2(j,3); 

W33=W1(j,1)*W2(j,2)*W1(j,3); 

W44=W1(j,1)*W2(j,2)*W2(j,3); 

W55=W2(j,1)*W1(j,2)*W1(j,3); 

W66=W2(j,1)*W1(j,2)*W2(j,3); 

W77=W2(j,1)*W2(j,2)*W1(j,3); 

W88=W2(j,1)*W2(j,2)*W2(j,3); 

W_all=W11+W22+W33+W44+W55+W66+W77+W88; 

  

  

  

W111=W11/W_all; 
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W222=W22/W_all; 

W333=W33/W_all; 

W444=W44/W_all; 

W555=W55/W_all; 

W666=W66/W_all; 

W777=W77/W_all; 

W888=W88/W_all; 

  

f1=W111*(z(j,:)*theta(1:4,:));  

f2=W222*(z(j,:)*theta(5:8,:)); 

f3=W333*(z(j,:)*theta(9:12,:)); 

f4=W444*(z(j,:)*theta(13:16,:)); 

f5=W555*(z(j,:)*theta(17:20,:)); 

f6=W666*(z(j,:)*theta(21:24,:)); 

f7=W777*(z(j,:)*theta(25:28,:)); 

f8=W888*(z(j,:)*theta(29:32,:)); 

  

f=f1+f2+f3+f4+f5+f6+f7+f8; 

  

  

dE_df= f-y(j,1); 

dfW11=(f1-f)/W_all; 

dfW22=(f2-f)/W_all; 

dfW33=(f3-f)/W_all; 

dfW44=(f4-f)/W_all; 

dfW55=(f5-f)/W_all; 

dfW66=(f6-f)/W_all; 

dfW77=(f7-f)/W_all; 

dfW88=(f8-f)/W_all; 

  

  

dmus1_as1=(z(j,1)-cs1)*W1(j,1)*(1-W1(j,1)); 

dmus2_as2=(z(j,2)-cs2)*W1(j,2)*(1-W1(j,2)); 

dmus3_as3=(z(j,3)-cs3)*W1(j,3)*(1-W1(j,3)); 

dmub1_ab1=(z(j,1)-cb1)*W2(j,1)*(1-W2(j,1)); 

dmub2_ab2=(z(j,2)-cb2)*W2(j,2)*(1-W2(j,2)); 

dmub3_ab3=(z(j,3)-cb3)*W2(j,3)*(1-W2(j,3)); 

  

  

dmus1_cs1=-as1*W1(j,1)*(1-W1(j,1)); 

dmus2_cs2=-as2*W1(j,2)*(1-W1(j,2)); 

dmus3_cs3=-as3*W1(j,3)*(1-W1(j,3)); 

dmub1_cb1=-ab1*W2(j,1)*(1-W2(j,1)); 

dmub2_cb2=-ab2*W2(j,2)*(1-W2(j,2)); 

dmub3_cb3=-ab3*W2(j,3)*(1-W2(j,3)); 
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df_mus1=dfW11*W1(j,2)*W1(j,3)+dfW22*W1(j,2)*W2(j,3)+dfW33*W2(j,2

)*W1(j,3)+dfW44*W2(j,2)*W2(j,3); 

df_mus2=dfW11*W1(j,1)*W1(j,3)+dfW22*W1(j,1)*W2(j,3)+dfW55*W2(j,1

)*W1(j,3)+dfW66*W2(j,1)*W2(j,3); 

df_mus3=dfW11*W1(j,1)*W1(j,2)+dfW33*W1(j,1)*W2(j,2)+dfW55*W2(j,1

)*W1(j,2)+dfW77*W2(j,1)*W2(j,2); 

df_mub1=dfW55*W1(j,2)*W1(j,3)+dfW66*W1(j,2)*W2(j,3)+dfW77*W2(j,2

)*W1(j,3)+dfW88*W2(j,2)*W2(j,3); 

df_mub2=dfW33*W1(j,1)*W1(j,3)+dfW44*W1(j,1)*W2(j,3)+dfW77*W2(j,1

)*W1(j,3)+dfW88*W2(j,1)*W2(j,3); 

df_mub3=dfW22*W1(j,1)*W1(j,2)+dfW44*W1(j,1)*W2(j,2)+dfW66*W2(j,1

)*W1(j,2)+dfW88*W2(j,1)*W2(j,2); 

  

de_das1= dE_df*df_mus1*dmus1_as1; 

de_das2= dE_df*df_mus2*dmus2_as2; 

de_das3= dE_df*df_mus3*dmus3_as3; 

  

de_dab1= dE_df*df_mub1*dmub1_ab1; 

de_dab2= dE_df*df_mub2*dmub2_ab2; 

de_dab3= dE_df*df_mub3*dmub3_ab3; 

  

  

de_dcs1= dE_df*df_mus1*dmus1_cs1; 

de_dcs2= dE_df*df_mus2*dmus2_cs2; 

de_dcs3= dE_df*df_mus3*dmus3_cs3; 

  

de_dcb1= dE_df*df_mub1*dmub1_cb1; 

de_dcb2= dE_df*df_mub2*dmub2_cb2; 

de_dcb3= dE_df*df_mub3*dmub3_cb3; 

  

  

as1=as1-0.0001*de_das1; 

as2=as2-0.0001*de_das2; 

as3=as3-0.0001*de_das3; 

  

  

ab1=ab1-0.0001*de_dab1; 

ab2=ab2-0.0001*de_dab2; 

ab3=ab3-0.0001*de_dab3; 

  

  

cs1=cs1-0.5*de_dcs1; 

cs2=cs2-0.5*de_dcs2; 

cs3=cs3-0.5*de_dcs3; 

cb1=cb1-0.5*de_dcb1; 

cb2=cb2-0.5*de_dcb2; 

cb3=cb3-0.5*de_dcb3; 
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error(j)=0.5*(f-y(j,1))^2; 

  

 end 

Ec(i)=sum(error); 

if Ec(i)<=0.00001 

 break; 

end 

end 

plot (Ec); 

 

Code for optimized NF system 
clear all; 

clc; 

close all; 

  

zz=xlsread('Testing_data.xlsx'); 

  

z=zz(:,1:4);  

y=zz(:,5); %targeted data 

  

%optimized parameters 

theta=[0.0006;0.0003;0.0003;-

0.1018;0.0002;0.0004;0.0004;0.0186;0.0003;0.0003; 

    0.0004;0.0162;0.0005;0.0005;0.0003;-

0.0974;0.0005;0.0004;0.0005;-0.2167; 

    0.0004;0.0002;0.0004;0.0057;0.0004;0.0004;0.0005;-

0.1408;0.0005;0.0001;0.0005;-0.0883]; 

  

as1=0.0383;as2=0.0614;as3=0.0826;   

ab1=0.0098;ab2=0.0487;ab3=0.0775;   

  

cs1=499.74;cs2=499.67;cs3=499.66; 

cb1=499.86;cb2=499.69;cb3=499.81; 

  

%***********MF************ 

W1(:,1)=sigmf(z(:,1),[-as1 cs1]);  

W1(:,2)=sigmf(z(:,2),[-as2 cs2]);  

W1(:,3)=sigmf(z(:,3),[-as3 cs3]);  

  

W2(:,1)=sigmf(z(:,1),[ab1 cb1]);   

W2(:,2)=sigmf(z(:,2),[ab2 cb2]);   

W2(:,3)=sigmf(z(:,3),[ab3 cb3]);  

  

  

W11=W1(:,1).*W1(:,2).*W1(:,3);  %Rules and firing strength 

W22=W1(:,1).*W1(:,2).*W2(:,3); 
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W33=W1(:,1).*W2(:,2).*W1(:,3); 

W44=W1(:,1).*W2(:,2).*W2(:,3); 

W55=W2(:,1).*W1(:,2).*W1(:,3); 

W66=W2(:,1).*W1(:,2).*W2(:,3); 

W77=W2(:,1).*W2(:,2).*W1(:,3); 

W88=W2(:,1).*W2(:,2).*W2(:,3); 

W_all=W11+W22+W33+W44+W55+W66+W77+W88; 

  

  

W111=W11./W_all;  %Normalization 

W222=W22./W_all; 

W333=W33./W_all; 

W444=W44./W_all; 

W555=W55./W_all; 

W666=W66./W_all; 

W777=W77./W_all; 

W888=W88./W_all; 

  

  

f1=z*theta(1:4,:);  

f2=z*theta(5:8,:); 

f3=z*theta(9:12,:); 

f4=z*theta(13:16,:); 

f5=z*theta(17:20,:); 

f6=z*theta(21:24,:); 

f7=z*theta(25:28,:); 

f8=z*theta(29:32,:); 

  

f11=W111.*f1;  

f22=W222.*f2; 

f33=W333.*f3; 

f44=W444.*f4; 

f55=W555.*f5; 

f66=W666.*f6; 

f77=W777.*f7; 

f88=W888.*f8; 

  

f=f11+f22+f33+f44+f55+f66+f77+f88; 
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