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## ABSTRACT

The finite element solution of certain two-point boundary value problems is discussed.

In order to obtain more accuracy than the linear finite element method can give, an order $-h^{4}$ global superconvergence technique is studied. This technique, which uses a quasi-inverse of the Rayleigh-Ritz-Galerkin (finite element) method, is motivated by the papers of C. de Boor and G. J. Fix [14] and P. O. Frederickson [25]. The Peano kernel theorem is generalized and used to approximate the rate of convergence of the global superconvergence.

Following Sard's theory on best quadrature formulae [50], with some generalization, several quadrature formulae are derived. These quadrature formulae are shown to be consistent, and have some advantages over those obtained by Herbold, Schultz and Varga [34].

For solution of large linear systems which result from the finite element method, LU decomposition (Gaussian Elimination Method) is fast and accurate. However, when it comes to a singular or a nearly singular system, LU decomposition fails. The algorithm FAPIN developed by P. O. Frederickson for 2-dimensional systems is able to solve singular systems as we demonstrate.

We found FAPIN will work more efficiently in 1-dimensional case if we replace the $\mathrm{DB}_{\mathrm{q}}$ approximate inverse C , developed by Benson [3], with other approximate inverses.

For the sake of verifying the theory, appropriate numerical experiments are carried out.
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## CHAPTER 1

## INTRODUCTION

### 1.1. Two-Point Boundary Value Problems

Two-point boundary value problems (abbrev: TPBVP) associated with ordinary differential equations mostly arise in physics and engineering problems. For these problems conditions are specified at the two ends of an interval and a solution to the ordinary differential equation is sought to satisfy the boundary conditions. For example the vertical deflection $y(x)$ of a transverse loaded string with two ends fixed satisfies the ordinary differential equation $-y^{\prime \prime}(x)=f(x)$ with the boundary conditions $y(0)=a, y(1)=b$. Numerous analytical techniques for solving TPBVP have been developed. The characteristic of an analytical method is that it expresses particular solutions of ordinary differential equations in terms of series or integrals involving elementary or special functions.

However there are restrictions on analytical methods. For example, the TPBVP $-y^{\prime \prime}(x)=e^{x^{2}}, y(0)=y(1)=0$ has the solution $y(x)=-\int_{0}^{x} \int_{0}^{\zeta} e^{\xi^{2}} d \xi d \zeta$. This integral can not be expressed in closed form in terms of known functions, thus numerical quadrature is necessary to approximate the $y(x)$.. By numerical methods we mean methods to approximate the solution of TPBVP without any assistance of an analytical solution. Numerical methods provide practical procedures for approximating the solutions of a very general class of TPBVP. In parallel with the development of the modern computer, numerical methods are becoming increasingly important. Many numerical methods have been developed, for example finite
difference methods which have been investigated in detail in [24], and shooting methods for which a detailed investigation can be found in [46]. [38] and [39] cover some other numerical methods. [53I is devoted to the numerical methods which are under current research activities. However, this thesis is dedicated to finite element methods.

### 1.2. Basic Notations

Let $u^{[n]}$ denotes the $n^{\text {th }}$ derivatives of $u$. Let
(1.2.1) $H^{n}[0,1]=\left\{u \mid u^{[n]} \in L_{2}[0,1]\right\}$ for $n \geq 0$

Define

$$
(1.2 .2) \quad(f, g)_{n}=\sum_{i=0}^{n}\left(f^{[i]}, g^{[i]}\right)
$$

then $\|f\|=(f, f)_{n}^{\frac{1}{2}}$ is a (Sobolev) norm on $H^{\mathrm{n}}[0,1]$ and $\left(H^{n}[0,1],\|\cdot\|_{n}\right)$ is known as a Sobolev space (cf. [2], [61]). From (1.2.1) and (1.2.1), we have

$$
\begin{equation*}
\|\cdot\|\left\|_{n_{1}} \leq\right\| \cdot\left\|\|_{n_{2}} \quad \text { for } \quad n_{1} \leq n_{2}\right. \tag{1.2.3}
\end{equation*}
$$

hence it is clear that $H^{\mathrm{n}_{1}}[0,1] \supset H^{\mathrm{n}_{2}}[0,1]$, i.e. the embedding of $H^{\mathrm{n}_{2}}[0,1]$ into $H^{\mathrm{n}_{1}}[0,1]$ is continuous (cf. [2], pp.21).
We shall denote by
(1.2.4) $\quad H_{0}^{n}[0,1]=\left\{u \in H^{n}[0,1] \mid u(0)=u(1)=0\right\}$.

Obviously it is a subspace of $\mathbb{H}^{\mathrm{n}}[0,1]$.

Define (cf. [2] [56])
(1.2.5) $\quad H^{-1}[0,1]=\left\{u \mid \int_{0}^{x} u(t) d t \in H^{0}[0,1], \quad 0 \leq x \leq 1\right\}$
with norm

We observe that the Dirac $\delta$-function, $\delta_{x}$, is an element of $H^{-1}$ if $x \in(0,1)$

Let $\mathcal{C}^{n}[0,1]$ be the set of all real-valued functions which have continuous derivatives of order at least $n$ in $[0,1]$, where n is a non-negative integer.

Let II : $0=x_{0}<x_{1}<\cdots \ldots . x_{n}=1$ be a partition on $[0,1]$. Let $I_{i}=\left[x_{i-1}, x_{i}\right], h_{i}=x_{i}-x_{i-1}$, for $i=1, \cdots, n$, and $h=\max _{1} h_{i}$. If $h_{i} \equiv h$ for all $i$, we shall denote. by $\Pi_{h}$ the regular partition on $[0,1]$ with regular mesh $h=\frac{1}{n}$.

We shall denote by $S_{\pi}^{n, k}$ the space of spline functions (definition is given in 1.9.) defined on $\Pi$.

Let $E=[a, b] \subset[0,1]$. Denote by $\rho^{m}(E)$ the set of polynomials of degree $m$ defined on $E$ and $\mathcal{\rho}_{0}^{m}(E)=\left\{p \in \mathcal{\rho}^{m}(E) \mid p(a)=p(b)=0\right\}$.

The truncated power function is defined as

$$
x_{+}^{m}= \begin{cases}x^{m} & x>0 \\ 0 & x \leq 0\end{cases}
$$

For $m=0$, this is the well known Heaviside function.
1.3. Problem Formulation

Consider the differential equation
(1.3.1) $-\left(p(x) u^{\prime}(x)\right)^{\prime}+q(x) u(x)=f(x) \quad x \in[0,1]$

Define the differential operator $L: H^{1}[0,1] \rightarrow H^{-1}[0,1]$ (cf. [8], [56]) by

$$
\begin{equation*}
L u=-\left(p u^{\prime}\right)^{\prime}+q u \tag{1.3.2}
\end{equation*}
$$

The problem is : given a $f \in H^{-1}[0,1]$, we are asked to find a $u \in H^{l}[0,1]$ such that
(1.3.3) $\quad L u=f$ with the boundary conditions :
(1.3.4) $u(0)=g_{0}, \quad u(1)=g_{1}$.

To ensure that the equation (1.3.2) - (1.3.4) has a solution, we assume that ([8], [37], [56], [59])
(1.3.5)

$$
p(x) \in C^{0}[0,1], \quad q(x) \in C^{0}[0,1]
$$

and
(1.3.6)

$$
\mathrm{p}(\mathrm{x}) \geq \mathrm{p}_{\text {min }}>0, \mathrm{q}(\mathrm{x}) \geq 0
$$

Let $H_{g}^{1}[0,1]=\left\{u \in H^{1}[0,1] \mid u(0)=g_{0}, u(1)=g_{1}\right\}$; it is the space of admissible functions. It is not a vector space, but an affine space since $u_{1}, u_{2} \in \operatorname{Hg}^{1}[0,1]$ imply $u_{1}-u_{2} \in H_{0}^{1}[0,1]$.

With the assumptions (1.3.5) - (1.3.6), L is a one-to-one continuous linear operator from $H_{g}^{1}[0,1]$ to $H^{-1}[0,1]$. Thus for each $f \in H^{-1}[0,1]$, the BVP (1.3.2) - (1.3.4) has a unique solution $u \in H_{g}^{1}[0,1]$ ([56]). Moreover, there exists a constant $\rho_{1}$, independent of $f$, such that
(1.3.7)

$$
\|u\|_{1} \leq \rho_{1}\|f\|_{-i}
$$

If $f \in H^{0}[0,1]$, then $u \in H_{g}^{2}[0,1]$ and there exists $\rho_{2}$ such that

$$
\begin{equation*}
\|u\|_{2} \leq \rho_{2}\|f\|_{0} \tag{1.3.8}
\end{equation*}
$$

(with $\rho_{2}$ also independent of $f$ ).

Lemma 1.3.1 (i) $L$ is positive definite on $H_{0}^{1}[0,1]$, i.e. $\left(L v_{0}, v_{0}\right)>0$ for all non-zero $v_{0} \in H_{0}^{1}[0,1]$.
(ii) $L$ is symmetric, i.e. $\left(L u, v_{0}\right)=\left(L v_{0}, u\right)$
for $u \in H_{g}^{l}[0,1], \quad v_{0} \in H_{0}^{1}[0,1]$
(cf. [37], [40], [56]).

Proof: (i) If $v_{0} \in H_{0}^{1}[0,1], p(x)>0$ and $q(x) \geq 0$, then

$$
\begin{aligned}
\left(L v_{0}, v_{0}\right) & =\int_{0}^{1}\left\{-\left(p(x) v_{0}^{\prime}(x)\right)^{\prime}+q(x) v_{0}(x)\right\} v_{0}(x) d x \\
& =\int_{0}^{1}\left\{p(x)\left(v_{0}^{\prime}(x)\right)^{2}+q(x)\left(v_{0}(x)\right)^{2}\right\} d x>0
\end{aligned}
$$

(ii) Let $u \in H_{g}^{1}[0,1], v_{0} \in H_{0}^{1}[0,1]$, then

$$
\begin{aligned}
\left(L u, v_{0}\right) & =\int_{0}^{1}-p(x) u^{\prime}(x) v_{0}^{\prime}(x)+q(x) u(x) v_{0}(x) d x \\
& =\left(L v_{0}, u\right)
\end{aligned}
$$

### 1.4. The Variational Formulation of The Problem

Let $\Phi: H_{g}^{1}[0,1] \rightarrow R$ be a quadratic functional defined by (cf. [8], [9], [40], [56])
(1.4.1) $\Phi\left(v_{0}\right)=\int_{0}^{1}\left\{p(x)\left(v_{0}^{\prime}(x)\right)^{2}+q(x)\left(v_{0}(x)\right)^{2}-2 f(x) v_{0}(x)\right\} d x$ For any fixed $w \in H_{g}^{1}[0,1]$, for any $\varepsilon$ and $v_{0} \in H_{0}^{1}[0,1]$

$$
\cdot \Phi\left(w+\varepsilon v_{0}\right)=\Phi(w)+2 \varepsilon\left\{\int_{0}^{1}\left(-\left(p(x) w^{p}(x)\right)^{\prime}+q(x) w(x)-f(x)\right\} v_{0}(x) d x\right\}
$$

(1.4.2)

$$
+\varepsilon^{2} \int_{0}^{1}\left\{p(x)\left(v_{0}^{\prime}(x)\right)^{2}+q(x)\left(v_{0}(x)\right)^{2}\right\} d x
$$

$$
\delta \Phi\left(w, v_{0}\right)=\lim _{\varepsilon \rightarrow 0} \frac{\Phi\left(w+\varepsilon v_{0}\right)-\Phi(w)}{\varepsilon}
$$

(1.4.3)

$$
=2 \int_{0}^{1}\left(-\left(p(x) w^{\prime}(x)\right)^{\prime}+q(x) w(x)-f(x)\right) v_{0}(x) d x
$$

Then (1.4.2) can be written as

$$
\Phi\left(w+\varepsilon v_{0}\right)=\Phi(w)+\varepsilon \cdot \delta \Phi\left(w, v_{0}\right)
$$

$$
\begin{equation*}
+\varepsilon^{2} \int_{0}^{1}\left(p(x)\left(v_{0}^{\prime}(x)\right)^{2}+q(x)\left(v_{0}(x)\right)^{2}\right) d x \tag{1.4.4}
\end{equation*}
$$

From (1.4.4), we have the following important notes:
(cf. [8], [37], [40], [56])
(i) For each $w \in H_{g}^{l}[0,1]$

$$
\begin{array}{lc}
\delta \Phi\left(w, v_{0}\right)=0 & \text { iff } \\
\forall v_{0} \in H_{0}^{1}[0,1] & \\
& \left.\forall w, v_{0}\right)=\left(f, v_{0}\right) \\
\forall v_{0} \in H_{0}^{1}[0,1]
\end{array}
$$

The right-hand side is known as the Galerkin weak form.
(ii) If $w \in H_{g}^{1}[0,1]$ has the property that

$$
\delta \Phi\left(w, v_{0}\right)=0 \text { for all } v_{0} \in H_{0}^{1}[0,1]
$$

then

$$
\begin{array}{ll}
\Phi(w)<\Phi\left(w+\varepsilon v_{0}\right) & \text { for any } \varepsilon \neq 0, \\
& \text { and non-zero } v_{0} \in H_{0}^{1}[0,1]
\end{array}
$$

The reverse is true.

In other words, the element $w$ in $H_{g}^{l}[0,1]$ which minimizes the quadratic functional $\Phi$ over $H_{g}^{1}[0,1]$ is the unique element at which the first variation of $\Phi$ is zero.
(iii) If $w \in H_{g}^{l}[0,1]$ such that $\delta \Phi\left(w, v_{0}\right)=0 \quad \forall v_{0} \in H_{0}^{1}[0,1]$ then $w$ is the solution to (1.3.2) - (1.3.4). The reverse is true.

Thus, we have the following theorem:

Theorem 1.4.1
(i) $u^{*}$, the unique solution to (1.3.2) - (1.3.4), strictly minimizes $\Phi(\mathrm{v})$ over the admissible space $H_{\mathrm{g}}^{\mathrm{l}}[0,1]$.
(ii) The first variation of $\Phi(v)$ at $u^{*}$ vanishes. (cf. [8], [37], [40], [56])

### 1.5. The Energy Norm

Since $L$ in (1.3.3) is a positive definite and symmetric linear operator on $H_{0}^{1}[0,1]$. we can define a new inner product $a(u, v)$ on $H_{0}^{1}[0,1]$ by (cf. [2], [40], [56], [59])
(1.5.1) $a(u, v)=(L u, v) \quad$ for all $u, v \in H_{0}^{1}[0,1]$

The proof that $a(u, v)$ is an inner product is straight forward by the definition of an inner product and the properties of L .

Following [56], we shall call a(u,v) the energy inner product on $H_{0}^{1}[0,1]$.

Define a norm $\|\cdot\|_{A}$ on $H_{0}^{1}[0,1]$ by
(1.5.2) $\|u\|_{A}=[a(u, u)]^{\frac{1}{2}}$ for all $u \in H_{0}^{l}[0,1]$.

We shall refer it as the energy norm.

Lemma 1.5.1

The norm $\|\cdot\| \|_{A}$ is equivalent to $\|\cdot\|_{1}$ on $H_{0}^{l}[0,1]$, i.e. there exists constants $\rho_{3}, \rho_{4} \neq 0$, such that

$$
\begin{equation*}
\rho_{3}\|v\|_{1} \leq\|v\|_{A} \leq \rho_{4}\|v\|_{1} \tag{1.5.3}
\end{equation*}
$$

Proof: (cf. [56], pp.42), let $v_{0} \in H_{0}^{l}[0,1]$

$$
\begin{aligned}
\left\|v_{0}\right\|_{A}^{2} & =a\left(v_{0}, v_{0}\right) \\
& =\int_{0}^{1} p(x)\left(v_{0}^{\prime}(x)\right)^{2}+q(x) v_{0}^{2}(x) d x \\
& \left.\leq \max [p(x), q(x)] \int_{0}^{1}\left(v_{0}^{\prime}(x)\right)^{2}+\left(v_{0}(x)\right)^{2}\right) d x \\
& =\max [p(x), q(x)]\left\|v_{0}\right\|_{1}
\end{aligned}
$$

On the other hand, if $v_{0}(0)=0$, then we have

$$
v_{0}\left(x_{0}\right)=\int_{0}^{x_{0}} v_{0}^{\prime}(z) d z
$$

By the Schwarz inequality

$$
\begin{aligned}
\left|v_{0}\left(x_{0}\right)\right|^{2} & \leq\left(\int_{0}^{x_{0}} 1^{2} d z\right)\left(\int_{0}^{x_{0}}\left|v_{0}^{\prime}(z)\right|^{2} d z\right) \\
& \leq\left(\int_{0}^{2} 1 d z\right)\left(\int_{0}^{x_{0}}\left|v_{0}^{\prime}(z)\right|^{2} d z\right) \\
& \leq \int_{0}^{x_{0}}\left|v_{0}^{\prime}(z)\right|^{2} d z \\
& \leq \int_{0}^{1}\left|v_{0}^{\prime}(z)\right|^{2} d z
\end{aligned}
$$

Integrating w.r.t. $x_{0}$ over the interval $[0,1]$, we have

$$
\begin{equation*}
\int_{0}^{1}\left(v_{0}(x)\right)^{2} d x \leq \int_{0}^{1}\left(v_{0}^{\prime}(z)\right)^{2} d z \tag{1.5.4}
\end{equation*}
$$

and

$$
\begin{aligned}
\left\|v_{0}\right\|_{A}^{2} & =\int_{0}^{1} p(x)\left(v_{0}^{\prime}(x)\right)^{2}+q(x)\left(v_{0}(x)\right)^{2} d x \\
& \geq p_{\min } \int_{0}^{1}\left(v_{0}^{\prime}(x)\right)^{2} d x \\
& \geq \frac{p_{\min }}{2} \int_{0}^{1}(v \delta(x))^{2}+\left(v_{0}(x)\right)^{2} d x \\
& \frac{p_{\min }}{2}\left\|v_{0}\right\|_{1}^{2}
\end{aligned}
$$

This completes the proof.
1.6. The Rayleigh-Ritz-Galerkin (RRG) method

From theorem 1.4.1 we know that the solution of (1.3.2)(1.3.4) is equivalent to the minimization of $\Phi(v)$ in (1.4.1). Thus instead of solving (1.3.2)-(1.3.4) directly, we could, alternatively, concentrate on the following problem ([37], [40], [56]):

Given $f \in H^{-1}[0,1]$
find the function $u^{*} \in \operatorname{Hg}_{\mathrm{g}}^{1}[0,1]$ s.t. $\Phi\left(u^{*}\right) \leq \Phi(v)$ for all $v \in H_{g}^{1}[0,1]$
where $\Phi$ is defined in (1.4.1)

For this kind of problem, a simple yet efficient
method was proposed by W. Ritz in [49] in 1908.
Ritz's method has been used widely in applied mechanics ([10],[35], [44]). In 1915, B. G. Galerkin ([23], [30]) proposed a method in solving BVP. It is well known that Ritz's method is a special case of Galerkin's method ([8], [37], [40]). For the self-adjoint elliptic problems the two methods are equivalent.
. Ritz's method is to approximate $u^{*}$ by a $u_{h}^{*}$ from an affine subspace $S_{h, g}$ in the sense that $\Phi\left(u_{h}^{*}\right)$ is minimum over $S_{h, g}$ ([4], [37], [40]). More precisely, to approximate $u^{*}$ by a sequence of more accurate solutions $u_{h_{n}}^{*} \in S_{h_{n^{\prime}}} g$ such that

$$
\begin{equation*}
\Phi\left(u_{h_{1}}^{*}\right) \geq \Phi\left(u_{h_{2}}^{*}\right) \geq \ldots \ldots \ldots \tag{1.6.2}
\end{equation*}
$$

and
(1.6.3) $\quad \lim _{n \rightarrow \infty} \Phi\left(u_{h_{n}}^{*}\right)=\Phi\left(u^{*}\right)$
where for fixed $n$

$$
\begin{equation*}
\Phi\left(u_{h_{n}}^{*}\right) \leq \Phi\left(v_{h_{n}}\right) \quad \forall v_{h_{n}} \in S_{h_{n}, g} \tag{1.6.4}
\end{equation*}
$$

The Galerkin method is to approximate $u^{*}$ by any $u_{h}^{*} \in S_{h_{n}, g}$ which satisfies

$$
\begin{equation*}
\left(L u_{h}^{*}, v_{h_{n}}\right)=\left(f, v_{h_{n}}\right) \quad \forall v_{h_{n}} \in S_{h_{n}, 0} \tag{1.6.5}
\end{equation*}
$$

More precisely, to approximate $u^{*}$ by a sequence of more accurate solution $u_{h_{n}}^{*} \in S_{h_{n}, g}$ with the properties

$$
\begin{equation*}
S_{h_{n}, g} \subset S_{h_{m}, g} \quad \text { if } n<m \tag{1.6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(L_{h_{k}}^{*}, v_{h_{k}}\right)=\left(f, u_{h_{k}}\right) \quad \forall v_{h_{k}} \in S_{h_{k}}, 0 \tag{1.6.7}
\end{equation*}
$$

(cf. [37], [40]).

The proof that (1.6.4) and (1.6.6) are equivalent is similar to the proof of Theorem 1.4.1.

Let $S_{h, g}$ be a closed affine subspace and let $u_{h}^{*} \in S_{h, g}$ be the RRG solution to $u^{*}$ in the sense that $u_{h}^{*}$ minimizes $\Phi\left(v_{h}\right)$ over $S_{h, g}$. The following theorem concerning the minimization property of the error $e=u^{*}-u_{k}^{*}$ (note that $e \in H_{0}^{1}[0,1]$ ) in the energy norm is equivalent to Theorem 1.1 of [56, pp.39].

## Theorem 1.6.1

(i) $u_{h}^{*}$ minimizes $a\left(u^{*}-v_{h}, u^{*}-v_{h}\right)$ over $S_{h, g}$, i.e.

$$
\begin{equation*}
a\left(u^{*}-u_{h}^{*}, u^{*}-u_{h}^{*}\right)=\min _{v_{h} \in S_{h, g}} a\left(u^{*}-v_{h}, u^{*}-v_{h}\right) \tag{1.6.8}
\end{equation*}
$$

$$
\begin{equation*}
L\left(u^{*}-u_{h}^{*}, v_{h, 0}\right)=0 \quad \forall v_{h, 0} \in S_{h, 0} \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
L\left(u_{h}^{*}, v_{h, 0}\right)=\left(f, v_{h, 0}\right) \quad \forall v_{h, 0} \in S_{h, 0} \tag{iii}
\end{equation*}
$$

In particular, if $S_{h, g}=H_{g}^{1}[0,1]$, then

$$
L\left(u^{*}, v_{0}\right)=\left(f, v_{0}\right) \quad \forall v_{0} \in H_{0}^{1}[0,1]
$$

Theorem 1.6.1 is fundamental to the Ritz theory. The Ritz method provides us with an idea that we could approximate $u^{*}$ from a close affine subspace $S_{h, g}$. The problem we are now facing is: "how do we construct the Ritz solution (equivalently, the Galerkin solution) ?" This is essential because for a method to be practical, it has to be constructive.

The construction of the Ritz solution is based on the choice of an affine subspace $S_{h, g}$. Since the difference of any elements in $S_{h, g}$ is in $S_{h, 0}$, it is clear that $S_{h, g}$ is a shift of $S_{h, 0}$; we have $S_{h, g}=g+S_{h, 0}$, where $g \in S_{h, g}$.

Suppose that the dimension of $S_{h, 0}$ is $m-1$, then it has a basis $\left\{\phi_{i}\right\}_{i=1}^{m-1}$ such that every element $u_{h, 0} \in S_{h, 0}$ can be represented in the form $u_{h, 0}=\sum_{i=1}^{m-1} a_{i} \phi_{i}$. Then $u_{h, g} \in S_{h, g}$ can be written as $u_{h, 0}=g+\sum_{i=1}^{m-1} a_{i} \phi_{i}$. In the finite element method, the trial functions $\phi_{i}$ are piecewise polynomials (spline functions, cf. 1.9). We shall call $\phi_{i}, i=1, \cdots, m-1$, finite elements when they are taken to be spline functions.

The basic steps in the finite element method are:
(i) The conversion of the operational form of the problem to the variational form as we have discussed in section 1.4. .
(ii) The construction of the spline trial functions. This is the main subject of section 1.8. .
(iii) The computations of the stiffness matrix and the solution of the discrete large linear system. This will be discussed in Chapter 2 and Chapter 5 respectively.

The convergence rate of the RRG (finite element) approximation is the main topic of Chapter 4 .

The next section is devoted to the Peano Kernel Theorem. We find that it is very useful in the error analysis.

### 1.7. The Peano Kernel Theorem

The Peano Kernel Theorem was due to G. Peano in his paper [43] in 1914. It is a very useful tool in the evaluation of the error functional either in interpolation or quadrature ([5], [12], [49], [57]).

Theorem 1.7.1 (Peano)

Suppose the linear functional
(1.7.1) $\quad E: C^{n}[0,1] \rightarrow R$
has the property that
(1.7.2) $\quad E(p)=0 \quad \forall \mathrm{p} \in \rho^{\mathrm{m}}, \quad \mathrm{m}<\mathrm{n}$

Then there exists a function $K_{m+1}$ such that, for $f \in C^{m+1}[0,1]$,
(1.7.3)

$$
E(f)=\int_{0}^{1} K_{m+1}(t) f^{[m+1]}(t) d t
$$

Furthermore, the Peano Kernel $K_{m+1}$ is of the form
(1.7.4) $\quad K_{m+1}(t)=\frac{1}{m!} E_{x}(x-t)_{+}^{m}$
(The subscript $x$ is used to indicate that $E_{x}(x-t)_{+}^{m}$ is a function of $x$ ).

Proof: Suppose that $E$ is defined on $L_{1}[0,1]$, then by the Riesz representation theorem there exists a function $K_{0} \in L_{\infty}[0,1]$ such that

$$
\begin{equation*}
E(f)=\int_{0}^{1} K_{0}(t) f(t) d t \tag{1.7.5}
\end{equation*}
$$

If $f \in C^{1}[0,1]$ and $\rho^{0} \in \eta(E)$ (the null set of $E$ ) then
(1.7.6) $E(f)=\left[-K_{1}(t) f(t)\right]_{0}^{1}+\int_{0}^{1} K_{1}(t) f^{\prime}(t) d t$
where

$$
\begin{equation*}
K_{1}(t)=-\int_{0}^{t} K_{0}(s) d s \tag{1.7.7}
\end{equation*}
$$

Let $f=c$ (non-zero constant), then $f^{\prime}=0$ and $k_{1}(0)=0$, these imply that $0=E(c)=K_{1}(t) \cdot c$ hence $K_{1}(1)=0$. Thus (1.7.6) becomes

$$
\begin{equation*}
E(f)=\int_{0}^{1} K_{1}(t) f^{\prime}(t) d t \tag{1.7.8}
\end{equation*}
$$

By induction, assume that there is a $K_{k+1}, k<m$, such that

$$
\begin{equation*}
E(f)=\int_{0}^{1} K_{k+1}(t) f^{[k+1]}(t) d t \tag{1.7.9}
\end{equation*}
$$

Let

$$
\begin{equation*}
f(x)=\frac{x^{k+1}}{(k+1)!} \tag{1.7.10}
\end{equation*}
$$

then
(1.7.11) $\quad E(f)=0, \quad f^{[k+1]}(x)=1$, and $\quad f^{[k+2]}(x)=0$

Define

$$
\begin{equation*}
K_{k+2}(t)=-\int_{0}^{1} K_{k+1}(s) d s \tag{1.7.12}
\end{equation*}
$$

then we have
(1.7.13) $E(f)=\left[-K_{k+2}(t) f^{[k+1]}(t)\right]_{0}^{1}+\int_{0}^{1} K_{k+2}(t) f^{[k+2]}(t) d t$

From (1.7.10) and (1.7.11), we have $0=K_{k+2}(1) \cdot 1+0$
thus
(1.7.14)

$$
E(f)=\int_{0}^{1} K_{k+2}(t) f^{[k+2]}(t) d t
$$

Hence, there is a $K_{m+1}$ such that

$$
E(f)=\int_{0}^{1} K_{m+1}(t) f^{[m+1]}(t) d t
$$

To evaluate $K_{m+1}(t)$, let us consider a function $f_{t} \in \mathcal{C}^{m-1}$ such that $f_{t}^{[m]} \in L_{2}[0,1]$ and $f_{t}^{[m+1]}(\tau)=\delta_{t}(\tau)$, then from (1.7.3)
(1.7.15)

$$
E\left(f_{t}\right)=K_{m+1}(t)
$$

By integrating $f_{t}^{[m+1]}(\tau) \quad m+1$ times, we have

$$
\begin{equation*}
f_{t}(\tau)=\frac{(\tau-t)^{m}}{m!} \tag{1.7.16}
\end{equation*}
$$

Thus

$$
K_{m+1}(t)=\frac{1}{m!} E_{\tau}(\tau-t)_{+}^{m}
$$

This completes the proof.
1.8. The Peano-Sard Kerne1 Theorem
A. Sard in [48] and [49] generalized the Peano Kernel Theorem and developed the theory of best approximation especially on the topic of best quadrature formulae.

Let $T: H^{k}[0,1] \rightarrow A \subset H^{k}[0,1]$ be a bounded linear operator such that

$$
\text { (1.8.1) } \quad T u=u \quad \text { for all } u \in \rho^{m} \subset A
$$

then $T$ can be viewed as an approximation of the identity mapping $I$. Define the error function

$$
E=I-T
$$

From (1.8.1) we have
$E\left(\rho^{m}\right)=0$. For such an approximation $T$, we say that it is exact for polynomial of degree $m$ or call it a m-exact approximation to $I$.

Theorem 1.8.1 (Peano-Sard)

$$
\text { Let } E: H^{k}[0,1] \rightarrow H^{k}[0,1] \text { be a bounded linear function }
$$

such that $E\left(\mathcal{S}^{m}\right)=0$, then there exists $K_{m+1}:[0,1] \times[0,1] \rightarrow R$ such that

$$
\begin{equation*}
E(w)=\int_{0}^{1} K_{m+1}(\cdot, t) w^{[m+1]}(t) d t \tag{1.8.2}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
K_{m+1}(\cdot, t)=\frac{1}{m!} E_{\tau}\left((\tau-t)_{+}^{m}\right) \tag{1.8.3}
\end{equation*}
$$

Proof :
For each $k \geq 0$; consider for each $x \in[0,1]$, the proof is similar to the proof of Theorem 1.7.1.

Lemma 1.8.1 If $K_{0} \in S^{n, k}$ and $K_{0}(t)=\frac{d^{m}}{d t^{m}} K_{m}(t)$, then
$K_{m} \in S^{n+m, k+m}$ (cf. (1.9.)).

Proof :

$$
S^{n^{\prime}, k^{\prime}}=\left\{u \in C^{k^{\prime}} \mid \exists \pi \text { s.t. } u_{\left[x_{i-1}, x_{i}\right)} \in \rho^{n^{\prime}\left[x_{i-1}, x_{i}\right)}\right\}
$$

so if $u \in S^{n^{\prime}, k^{\prime}}$, then $\frac{d u}{d t} \in \mathcal{C}^{k^{\prime}-1} \quad k^{\prime}>-1$
and

$$
\left.\frac{d u}{d t}\right|_{\left[x_{i-1}, x_{i}\right)} \in \rho^{n^{\prime}-1}\left[x_{i-1}, x_{i}\right)
$$

We shall make use of the Peano-Sard Kernel Theorem in Chapter 2 to investigate the errors of the quadratures; and the applications of the Peano Kernel Theorem will be discussed in detail in Chapter 4. Now we go on to discuss spline functions and spaces of spline functions which will be used in the thesis.

### 1.9. Spline Functions

A draftsman's spline is a mechanical tool, consisting of a strip of wood or some flexible material, used by draftsman to draw a smooth curve to pass through specified points, called knots.

The idea of a mathematical spline came from the draftsman's spline. The term spline function, first used by Schoenberg ([50]) in 1946, is intended to suggest that the graph of such a function is similar to a curve drawn by the draftsman's spline which is approximately a cubic spline function. However, a generalization of this idea leads to the following definition: Definition 1.9.1 A spline function (of degree $m$ and $q$ times differentiable, $0 \leq q<m$ ) is a function $s$ which satisfies the the following properties:
(i) $\left.\quad s\right|_{\left[x_{i-1}, x_{i}\right]} \in \rho^{m}\left[x_{i-1}, x_{i}\right] \quad i=1, \cdots, n$
(1.9.1)

$$
\text { (ii) } \quad s \in C^{q}[0,1]
$$

(cf. [1], [33], [50])

We shall denote by $S_{\pi}^{m, q}[0,1]$ the class of spline functions defined on $\pi$. If $\pi$ is of regular mesh $h$, we shall denote $S_{\pi}^{m, q}[0,1]$ by $s_{h}^{m, q^{[0,1]}}$.

Remarks
(i) When $\mathrm{q}=\mathrm{m}-1$, the definition is the same as that of Schoenberg in [50].
(ii) The above definition extends for $q=-1$. A spline $s \in S_{h}^{m,-1}$ is a piecewise polynomial with discontinuities at the knots.
(iii) It follows from the definition that $s^{(q+1)} \in L_{2}[0,1]$ and $s^{(q)}$ is absolutely continuous. Thus $s \in H^{q+1}[0,1]$.

### 1.10. Approximation by Splines

1.10a. Introduction

Polynomials have long been used to approximate functions, partly because they are simple and can be easily handled. However, evaluation of a high degree polynomial will not be that
simple; to interpolate a function $f$ with a polynomial $p$ of degree $n$ at $m$ points, $m \leq n+1$, we need to evaluate $n+1$ unknowns which are the coefficients of $p$. Due to the accuracy of the digital computer, for a fairly large $n$, the round off errors by the computer will be of considerable significance; also, when one fits a high degree polynomial to a large number of data points, the result is often rather undulated. There is now evidence that in many circumstances a spline function is a more adaptable approximating function than a polynomial involving a comparable number of parameters. It has been shown that a variety of problems of best approximation turn out to have as a solution spline function ([13], [51], [52] ). Many other properties such as "minimum curvature" ([36]) and "smoothest interpolation" ([13], [32], [36], [51]) have been widely investigated. Spline functions have been used widely in smoothing datas ([45]) , approximation of linear functions ([52]) and solving differential equations ([31], [59]) . The theory of finite element method is one of the many successes of the spline functions in the application on solving boundary value problems.

In the next two sections, we shall discuss the spline spaces $s_{h}^{1,0}$ and $s_{h}^{3,2}$.
1.10.b. The Spline Spaces
1.10b.1 The space $S_{h}^{1,0}$

$$
\text { An } s \in S_{h}^{1,0} \text { is a spline function which }
$$

is continuous over $[0,1]$ and reduces to a linear function in each interval $\left[x_{i-1}, x_{i}\right], i=1, \cdots, n$.

The dimension of $S_{h}^{1,0}$ is $n+1$. Thus $S_{h}^{1,0}$ has a basis $\left\{\phi_{i}\right\}_{i=0}^{n}$ of $n+1$ elements.

A basis $\left\{\phi_{i}\right\}_{i=0}^{n}$, shown in fig. 1.10.1, is
defined as
$(1.10 .1) \quad \phi_{i}(x)=\left\{\begin{array}{lll}t & x \in\left[x_{i-1}, x_{i}\right] & t=\frac{x-x_{i-1}}{h} \\ 1-t & x \in\left[x_{i}, x_{i+1}\right] & t=\frac{x_{i+1}-x}{h} \\ 0 & \text { otherwise }\end{array}\right.$




Fig. 1.10.1
This space of functions has been used for a long time as interpolation functions.
1.10b.2 The space $S_{h}^{3,2}$

An $s \in S_{h}^{3,2}$ is a cubic spline with continuous second derivative. This function has an important property that it is analogous to a curve drawn by the draftsman's spline. ([1], [50], [33]).

The dimension of $S_{h}^{3,2}$ is $n+3$. To construct a basis for $S_{h}^{3,2}$, we introduce four additional knots $x_{-2}, x_{-1}, x_{n+1}$ and $x_{n+2}$ such that $x_{-2}<x_{-1}<x_{0}=0$ and $1=x_{n}<x_{n+1}<x_{n+2}$.

Define the functions $\left\{B_{i}\right\}_{i=1}^{n+1}$, called basis $B-s p l i n e s ~([11], ~[17], ~$ [18], [51]) by
(i) $\quad B_{i} \in S_{h}^{3,2}$
(ii) $B_{i}$ is identical to zero outside $\left(x_{i-2}, x_{i+1}\right)$
(iii) $B_{i}\left(x_{i-2}\right)=B_{i}\left(x_{i+2}\right)=0$
$B\left(x_{i-1}\right)=B\left(x_{i+1}\right)=\frac{1}{4}$
$B_{i}\left(x_{i}\right)=1$

By the constraints in (iii), we have
(1.10.3) $\quad B_{i}(x)= \begin{cases}\frac{t^{3}}{4} & x \in\left[x_{i-2}, x_{i-1}\right] \\ -\frac{1}{4}\left(3 t^{3}-3 t^{2}-3 t-1\right) & x \in\left[x_{i-1}, x_{i}\right] \\ 1-\frac{3}{2} t^{2}+\frac{3}{4} t^{3} & x \in\left[x_{i}, x_{i+1}\right] \\ \frac{(1-t)^{3}}{4} & x \in\left[x_{i+1}, x_{i+2}\right] \\ 0 & \text { otherwise }\end{cases}$
where $t, 0 \leq t \leq 1$, is a local variable defined by (1.10.4) $\quad t=\frac{x-x_{k-1}}{x_{k}-x_{k-1}}$ for $x \in\left[x_{k-1}, x_{k}\right]$

The graph of $B_{i}(x)$ is shown in fig. 1.10.2


Fig. 1.10 .2
1.10c. Quasi-Interpolation

Quasi-interpolation was first introduced by C. de Boor
and G. Fix in [14] and was generalized by P.O. Frederickson in [25]. The problem can be stated as follows : for each $f \in \mathcal{C}^{k}[0,1]$, let $F_{\pi} f: C^{k+1}[0,1] \rightarrow S_{\pi}^{k, k-1}$, such that $F_{\pi} f$, which called a quasi-interpolant of $f$, has the following properties :
(i). $F_{\pi} f$ is local in the sense that its value at a point $x$ depends only on the values of $f$ in a uniformly small neighbourhood of $x$.
(ii) $\quad F_{\pi}$ reproduces polynomials; $F_{\pi}(p)=p \quad \forall p \in \beta^{k}$.
(iii) $F_{\pi^{f}}-f=O\left(h^{k+l}\right)$.

The explicit forms of $F_{\pi} f$ were given in [14] which are written in the linear combinations of the $k$-degree $B$-spline (A B-spline basis for $S^{k, k-1}$ ). As indicated in [25], quasi-interpolations have two strong advantages over interpolations. The first of these is ease of computation and the second advantage is that strong error estimates, very nearly sharp, are easy to obtain for almost any norm. The idea of (ii) is a source of motivation for the works in Chapter 3.

## CHAPTER 2

## THE FINITE ELEMENT SOLUTION

### 2.1. The Discrete Linear Systems due to the Piecewise Linear Approximation

We have shown in section 1.5 that the exact solution to (1.3.2) - (1.3.4) is equivalent to the finding of a $u^{*} \in H_{g}^{-1}[0,1]$ which minimizes $\Phi(v)$ over $H_{g}^{1}[0,1]$. The RRG approach in section 1.6 is to approximate $u^{*}$ by $u_{h, g}^{*}$ from an affine subspace $S_{h, g}$ such that $\Phi\left(u_{h, g}^{*}\right)$ is minimum over $S_{h, g}$. In this section, we sha11 construct $u_{h, g}^{*}$ by using the affine subspace $S_{h, g}^{1,0}$. A set of trial functions is taken to be $\left\{\phi_{i}\right\}_{i=0}^{n}$ which has been defined in 1.10b. . From section 1.6, an element $u_{h, g} \in S_{h, g}^{l, 0}$ can be written as $u_{h, g}=g+u_{h, 0}$, where $g \in S_{h, g}^{1,0}$ and $u_{h, 0} \in S_{h, 0}^{1,0}$; since $g \in S_{h, g}^{1,0}$, it can be taken as

$$
g=g_{0} \phi_{0}(x)+g_{1} \phi_{n}(x)
$$

Thus

$$
\begin{equation*}
u_{h, g}=g_{0} \phi_{0}(x)+\sum_{i=1}^{n-1} a_{i} \phi_{i}(x)+g_{1} \phi_{n}(x) \tag{2.1.1}
\end{equation*}
$$

The coefficients $a_{i}$ are to be determined so that $\Phi\left(u_{h, g}\right)$ is minimum. From (1.4.1), we have

$$
\begin{aligned}
\Phi\left(u_{h, g}\right)= & \int_{0}^{1}\left\{p(x)\left(\sum_{i=0}^{n} a_{i} \phi_{i}^{\prime}(x)\right)^{2}+q(x)\left(\sum_{i=0}^{n} a_{i} \phi_{i}(x)\right)^{2}\right. \\
& \left.-2\left(\sum_{i=0}^{n} a_{i} \phi_{i}(x)\right) f(x)\right\} d x \\
= & \sum_{k=0}^{n} \sum_{j=0}^{n} a_{k} a_{j} A_{k, j}+\sum_{k=0}^{n} \sum_{j=0}^{n} a_{k} a_{j} B_{k, j}-2 \sum_{j=0}^{n} a_{j} f_{j}
\end{aligned}
$$

where $a_{0}=g_{0}, a_{n}=g_{1}$ and

$$
\left\{\begin{align*}
A_{k, j} & =\int_{0}^{1} p(x) \phi_{k}^{\prime}(x) \phi_{j}^{\prime}(x) d x  \tag{2.1.3}\\
B_{k, j} & =\int_{0}^{1} q(x) \phi_{k}(x) \phi_{j}(x) d x \\
f_{j} & =\int_{0}^{1} f(x) \phi_{j}(x) d x \quad k, j=0, \cdots, n
\end{align*}\right.
$$

(Note that $A_{k, j}=A_{j, k}, B_{k, j}=B_{j, k}$ )
Thus (2.1.2) can be written as

$$
\begin{equation*}
\Phi\left(u_{h, g}\right)=\sum_{k=0}^{n} a_{k}\left(\sum_{j=0}^{n} a_{j} A_{k, j}+\sum_{j=0}^{n} a_{j} B_{k, j}-2 f_{k}\right) \tag{2.1.4}
\end{equation*}
$$

The variables are $a_{1}, \cdots, a_{n-1}$. Thus

$$
\begin{equation*}
\Phi\left(u_{h, g}\right)=\Phi\left(a_{1}, \cdots, a_{n-1}\right) \tag{2.1.5}
\end{equation*}
$$

To determine $a_{i}, i=1, \cdots, n-1$, such that $\Phi\left(u_{h, g}\right)$ is minimum, we solve $\frac{\partial \Phi}{\partial a_{i}}=0$, and obtain a system of linear equations:

$$
\begin{equation*}
\sum_{k=0}^{n} a_{k}\left(A_{k, i}+B_{k, i}\right)=f_{i} \quad i=1, \cdots, n-1 \tag{2.1.6}
\end{equation*}
$$

Let $M_{k, j}=A_{k, j}+B_{k, j}$, then (2.1.6) becomes

$$
\begin{equation*}
\sum_{k=0}^{n} a_{k} M_{k, i}=f_{i} \quad i=1, \cdots, n-1 \tag{2.1.7}
\end{equation*}
$$

Since $a_{0}=g_{0}$ and $a_{n}=g_{1}$ are fixed, (2.1.7) is a linear system of $n-1$ unknowns. It is
(2.1.8)

$$
\begin{aligned}
\sum_{k=1}^{n-1} a_{k} M_{k, i} & =f_{i}-g_{0} M_{0, i}-g_{n} M_{n, i} \\
& =F_{i} \quad i=1, \cdots, n-1
\end{aligned}
$$

Let
(2.1.9)

$$
\begin{aligned}
M & =\left(M_{k, i}\right)^{T}\left(=\left(M_{i, k}\right)\right) \quad 1 \leq k, i \leq n-1 \\
M_{0} & =\left(M_{0,1}, \cdots \cdots, M_{0, n-1}\right)^{T} \\
M_{n} & =\left(M_{n}, 1, \cdots \cdots, M_{n, n-1}\right)^{T} \\
a & =\left(a_{1}, \cdots \cdots, a_{n-1}\right)^{T} \\
f & =\left(f_{1}, \cdots \cdots, f_{n-1}\right)^{T} \\
F & =\left(F_{1}, \cdots \cdots, F_{n-1}\right)^{T} \\
& =\left[f-g_{0} M_{0}-g_{n} M_{n}\right]^{T}
\end{aligned}
$$

Then (2.1.8) can be written as

$$
\begin{equation*}
M a=F \tag{2.1.10}
\end{equation*}
$$

If the boundary conditions (1.3.4) were homogeneous, i.e. $g_{0}=g_{1}=0$, then the linear system would be
(2.1.11)

$$
M a=f
$$

The matrix $M$ is positive definite since for all $a$, there exists a $u \in H_{0}^{1}[0,1]$ such that $a^{T} M a=(L u, u)>0$. It follows from (2.1.3) that $M$ is symmetric.

The finite element ( $R R G$ ) solution has been constructed if the
linear system (2.1.10) (or equivalently (2.1.11) for homogeneous boundary conditions) has been solved. The solving of (2.1.10) (or (2.1.11)) will be discussed in Chapter 5.

We shall evaluated $M$ for constant $p$ and $q$. From (2.1.3), we have
(2.1.12)

$$
\left\{\begin{array}{l}
A_{i, j}=p\left(\phi_{i}^{\prime}, \phi_{j}^{\prime}\right) \\
B_{i, j}=q\left(\phi_{i}, \phi_{j}\right)
\end{array}\right.
$$

After some calculations, we have

$$
A_{i, j}=\frac{p}{h}\left\{\begin{array}{cl}
-1 & |j-i|=1  \tag{2.1.13}\\
2 & j=i \\
0 & \text { otherwise }
\end{array}\right.
$$

$$
B_{i, j}=\frac{q h}{6} \begin{cases}1 & |j-1|=1  \tag{2.1.14}\\ 4 & j=i \\ 0 & \text { otherwise }\end{cases}
$$

By using (2.1.13) and (2.1.14), the matrix $M$ is of the form

$$
M=\frac{p}{h}\left[\begin{array}{rrrrr}
2 & -1 & 0 & 0 & \\
-1 & 2 & -1 & 0 & \\
0 & -1 & 2 & -1 & \\
& & & & \\
& & & & \\
& & & & -1
\end{array}\right]+\frac{2}{6}\left[\begin{array}{llllll}
4 & 1 & 0 & 0 & & \\
1 & 4 & 1 & 0 & & \\
0 & 1 & 4 & 1 & & \\
& & & & & \\
& & & & & 1 \\
& & & & 1 & 4
\end{array}\right]
$$

For the right-hand side vector $F$, we have

$$
\begin{aligned}
F_{1} & =f_{1}-\left(-\frac{p}{h}+\frac{q h}{6}\right) g_{0} \\
F_{i} & =f_{i} \quad i=2, \cdots, n-2 \\
F_{n-1} & =f_{n-1}-\left(-\frac{p}{h}+\frac{q h}{6}\right) g_{n}
\end{aligned}
$$

For general $p(x)$ and $q(x), M$ is either obtained by exact integration or by quadrature formulae which we shall discuss in the subsequent sections.

### 2.2. Best Quadrature Formulae

2.2a. Introduction

In (2.1.3), there are integrations namely
$I_{i}(f)=\int_{0}^{1} f(x) \phi_{i}(x) d x, \quad I_{i, j}^{\prime}(p)=\int_{0}^{1} p(x) \phi_{i}^{\prime}(x) \phi_{j}^{\prime}(x) d x$ and $I_{i, j}(q)=\int_{0}^{1} q(x) \phi_{i}(x) \phi_{j}(x) d x$. Beside performing the actual integrations, we could approximate these integrations numerically. Especially, when the analytical solution is not possible to obtain, then an approximation will be become necessary. There are several - ways to approximate these integrations. For example, to approximate $I_{i}(f)$, we could interpolate $f$ by a spline $s$ and then integrate $I_{i}(s)$ exactly ( $[8],[34],[56]$ ) ; or we could approximate $I_{i}(f)$ by a quadrature rule $H_{i}$ of the form $H_{i}(f)=\sum_{j=0}^{N} a_{j} f\left(\xi_{j}\right) \phi_{i}\left(\xi_{j}\right)$. However, in the subsequent sections, we shall extend Sard's approach on
quadrature formulae to obtain best quadratures for a more general type of integrations, namely $T(g)=\int_{0}^{1} g(x) w(x) d x$, where $w(x)$ is a weight function.

Let

$$
\begin{equation*}
T(g)=\int_{0}^{1} g(x) w(x) d x \tag{2.2.1}
\end{equation*}
$$

Consider a discrete approximation $Q$ to $T$, or quadrature formulae, of the form

$$
\begin{equation*}
Q(g)=\sum_{i=0}^{N} a_{i} g\left(\xi_{i}\right) \tag{2.2.2}
\end{equation*}
$$

If $w(x) \equiv 1, \quad x \in[0,1]$, then (2.2.1) - (2.2.2) reduces to the case which considered in detail by A. Sard in [48] and [49]. Assume that $Q$ is $m$-exact (exact for $\rho^{m}$ ). Define the error functional $E: H^{m+1}[0,1] \rightarrow R$ by

$$
\begin{equation*}
E(g)=T(g)-Q(g) \tag{2.2.3}
\end{equation*}
$$

From the assumption, $E\left(\rho^{m}\right)=0$. Thus we could apply the Sard kernel theorem that there exists a function $K_{m+1}$ such that

$$
\begin{equation*}
E(g)=\int_{0}^{1} K_{m+1}(t) g^{[m+1]}(t) d t \tag{2.2.4}
\end{equation*}
$$

and

$$
\begin{align*}
K_{m+1}(t) & =\frac{1}{m!} E_{x}\left((x-t)_{+}^{m}\right)  \tag{2.2.5}\\
& =\frac{1}{m!}\left[T(x-t)_{+}^{m}-\sum_{i=0}^{N} a_{i}\left(\xi_{i}-t\right)_{+}^{m}\right]
\end{align*}
$$

Then by applying the Hölder inequality on (2.2.4), we have, for $p, q \geq 1$ with $\frac{1}{p}+\frac{1}{q}=1$,

$$
\begin{align*}
|E(g)| & \leq\left\{\int_{0}^{1}\left|K_{m+1}(t)\right|^{q} d t\right\}^{\frac{1}{q}}\left\{\int_{0}^{1}\left|g^{[m+1]}(t)\right|^{p} d t\right\}^{\frac{1}{p}}  \tag{2.2.6}\\
& =\left\|K_{m+1}\right\|_{L_{q}} \cdot\left\|g^{[m+1]}\right\|_{L_{p}}
\end{align*}
$$

Equality holds for the function $g$ with the property
(2.2.7) $\quad g^{[m+1]}(x)=\operatorname{sgn}\left(K_{m+1}(x)\right)\left|K_{m+1}(x)\right|^{\frac{q}{p}} \quad$ (a.e. for $\left.p \geq 1\right)$

In particular, there exists a function $g^{*} \in H^{m+1}[0,1]$ such that

$$
\begin{equation*}
\left(g^{*}{ }^{[m+l]}\right)^{p}=K_{m+1}^{q} \tag{2.2.8}
\end{equation*}
$$

Thus from (2.2.6) and (2.2.7)

$$
\begin{equation*}
\left|E\left(g^{*}\right)\right|=\left\|K_{m+1}\right\|_{L_{q}} \cdot\left\|g^{*[m+1]}\right\|_{L_{p}} \tag{2.2.9}
\end{equation*}
$$

Define

$$
\begin{equation*}
\|\mid g\|_{p}=\left\|g^{[m+1]}\right\|_{L_{p}} \tag{2.2.10}
\end{equation*}
$$

Note that $\|\|g\|\|_{p}=0$ if $g \in \mathcal{\rho}^{m}$, so we do not distinguish $f$ and $g$ if $f-g \in \rho^{m}$, then $\|\|\cdot\|\|_{p}$ is a norm on $H^{m+1}[0,1] / \rho^{m}$. (2.2.6) can he written as

$$
\begin{equation*}
|E(\mathrm{~g})| \leq\left\|\mathrm{K}_{\mathrm{m}+1}\right\|_{L_{q}} \cdot\|\mathrm{~g}\|_{\mathrm{p}} \tag{2.2.11}
\end{equation*}
$$

Hence if $E: H^{m+1} \rightarrow R$ annihilates polynomials of degree $m$, then the $L_{q^{\prime}}$-norm of $E$ is given by

$$
\begin{equation*}
\|E\|_{q}=\left\|K_{m+1}\right\|_{L_{q}} \tag{2.2.12}
\end{equation*}
$$

In particular,
(i) If $p=\infty, q=1$, we have
(2.2.13)

$$
|E(g)| \leq\left\|K_{m+1}\right\|_{L_{1}} \cdot\|g\|_{\infty}
$$

$$
\|E\|_{1}=\left\|K_{m+1}\right\|_{L_{1}}
$$

$$
\begin{equation*}
\text { If } p=2, q=2, \text { we have } \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
|E(g)| \leq\left\|K_{m+1}\right\|_{L_{2}} \cdot\| \| g \|_{2} \tag{2.2.14}
\end{equation*}
$$

$$
\|E\|_{2}=\left\|K_{m+1}\right\|_{L_{2}}
$$

Different quadratures have different Kernel functions for the error functionals. We shall denote by $E_{Q}$ if the dependency of $E$ on $Q$ is to be emphasized. Following [48] and [49], we have the following definition:

Definition 2.2.1 Let $2\left(N, m,\left\{\xi_{i}\right\}_{i=1}^{N}\right)$ (abbrev. 2) be the class of $m$-exact quadrature $Q$ to $T$ of the form (2.2.2). $Q^{b} \in Q$ is called the best quadrature (w.r.t. 2) if

$$
\begin{equation*}
\left\|E_{Q}\right\|_{2}=\min _{Q \in Q}\left\|E_{Q}\right\|_{2} \tag{2.2.15}
\end{equation*}
$$

The subsequent sections are devoted to the evaluation of the best quadratures for $I_{i}, I_{i, j}^{\prime}$ and $I_{i, j}$
2.2b. Best Quadrature for $\int_{0}^{1} f(x) \phi_{i}(x) d x$

$$
\text { Let } \quad I_{i}(f)=\int_{0}^{1} f(x) \phi_{i}(x) d x, \quad 1 \leq i \leq n-1 \text {, where }
$$

$\phi_{i}, \quad 1 \leq i \leq n-1$, is defined in (1.10.1). Since $\phi_{k}(x)=\phi(x-k h)$, where

$$
\phi(x)=\left\{\begin{array}{lll}
t & x \in[-h, 0] & t=\frac{x+h}{h} \\
1-t & x \in[0, h] & t=\frac{h-x}{h}
\end{array}\right.
$$

we only need to evaluate one quadrature formula for $I_{0}(f)=\int_{-h}^{h} f(x) \phi(x) d x$; this quadrature applies to $I_{i}, \forall i$.

## Notation :

(i) $\quad Q_{0}\left(N, m,\left\{\xi_{i}\right\}_{i=1}^{N}\right)$ : the class of m-exact quadrature $Q_{0}$ of $I_{0}$ of the form (2.2.2).
(ii) $Q_{0}^{b}$ : the best quadrature formula w.r.t. $2_{0}\left(N, m,\left\{\xi_{i}\right\}_{i=1}^{N}\right)$.

The following is a list of quadrature formulae which are best in each class of quadratures. The bounds for the error functionals are computed via the Peano-Sard kernel theorem.

The best quadrature in the class $20(1,1,\{0\})$ is

$$
Q_{0}^{b}(f)=h \cdot f(0)
$$

If $f \in H^{2}[0,1]$, then
and

$$
|E(f)| \leq 0.0833 \cdot h^{3} \cdot\left\|f^{\prime \prime}\right\|_{L_{\infty}[0,1]}
$$

$$
|E(f)| \leq 0.0891 \cdot h^{2} \cdot 5 \cdot\left\|f^{\prime \prime}\right\|_{L_{2}[0,1]}
$$

The best quadrature in the class $20\left(2,1,\left\{-\frac{h}{2}, \frac{h}{2}\right\}\right)$ is

$$
Q_{0}^{b}(f)=\frac{h}{2} \cdot f\left(-\frac{h}{2}\right)+\frac{h}{2} \cdot f\left(\frac{h}{2}\right)
$$

If $f \in H^{2}[0,1]$, then

$$
|E(f)| \leq 0.0542 \cdot h^{3} \cdot \|\left. f^{\prime \prime}\right|_{L_{\infty}[0,1]}
$$

and

$$
|E(f)| \leq 0.0570 \cdot h^{2} \cdot 5 \cdot| | f^{\prime \prime} \|_{L_{2}[0,1]}
$$

The best quadrature in the class $20\left(2,3,\left\{-\frac{h}{\sqrt{6}}, \frac{h}{\sqrt{6}}\right\}\right)$ is

$$
Q_{0}^{b}(f)=\frac{h}{2} \cdot f\left(-\frac{h}{\sqrt{6}}\right)+\frac{h}{2} \cdot f\left(\frac{h}{\sqrt{6}}\right)
$$

If $f \in H^{2}[0,1]$, then

$$
|E(f)| \leq 0.0282 \cdot h^{3} \cdot| | f^{\prime \prime}| |_{L_{\infty}[0,1]}
$$

$$
|E(f)| \leq 0.0267 \cdot h^{2 \cdot 5} \cdot \|\left. f^{\prime \prime}\right|_{L_{2}[0,1]}
$$

If $f \in H^{4}[0,1]$, then

$$
|E(f)| \leq 0.00162 \cdot h^{5} \cdot| | f^{[4]}| |_{L_{\infty}[0,1]}
$$

and

$$
|E(f)| \leq 0.00178 \cdot h^{4 \cdot 5} \cdot| | f^{[4]}| |_{L_{2}[0,1]}
$$

This is an example of a Gaussian type best quadrature formula. It shows that there exist two-point best quadratures which are exact for $\mathfrak{p}^{3}$. An disadvantage of this quadrature is that we have to place the weights at $\pm h / \sqrt{ } 6$. Another way to obtain higher order quadratures
is to place the weights at more points.

The best quadrature in the class $20(3,3,\{-h, 0, h\})$ is

$$
\mathrm{Q}_{0}^{\mathrm{b}}(\mathrm{f})=\frac{\mathrm{h}}{12} \cdot f(-\mathrm{h})+\frac{10 \mathrm{~h}}{12} \cdot f(0)+\frac{\mathrm{h}}{12} \cdot f(\mathrm{~h})
$$

If $f \in H^{2}[0,1]$, then

$$
|E(f)| \leq 0.0409 \cdot h^{3} \cdot| | f^{\prime \prime}| |_{L_{\infty}[0,1]}
$$

and

$$
|E(f)| \leq 0.0381 \cdot h^{2} \cdot 5 \cdot\|f "\|_{L_{2}[0,1]}
$$

If $f \in H^{4}[0,1]$, then

$$
|E(f)| \leq 0.00417 \cdot h^{5} \cdot \| f^{[4]}| |_{L_{\infty}[0,1]}
$$

and

$$
|E(f)| \leq 0.00404 \cdot h^{4 \cdot 5} \cdot\left\|f^{[4]}\right\|_{L_{2}[0,1]}
$$

Herbold, Schultz and Varga [34] obtained the same quadrature by interpolating $f$ by a quadratic (Lagrange) polynomial $p$ and then integrating $I_{0}(p)$ exactly.

The best quadrature in the class $20\left(3,3,\left\{-\frac{h}{2}, 0, \frac{h}{2}\right\}\right)$ is

$$
Q^{b}(f)=\frac{h}{3} \cdot f\left(-\frac{h}{2}\right)+\frac{h}{3} \cdot f(0)+\frac{h}{3} \cdot f\left(\frac{h}{2}\right)
$$

If $f \in H^{2}[0,1]$, then
and

$$
|E(f)| \leq 0.0151 \cdot h^{3} \cdot| | f^{\prime \prime} \|_{L_{\infty}[0,1]}
$$

$$
|E(f)| \leq 0.0135 \cdot h^{2} \cdot 5 \cdot\left\|f^{\prime \prime}\right\|_{L_{2}[0,1]}
$$

If $f \in H^{4}[0,1]$, then

$$
\begin{aligned}
& |E(f)| \leq 0.00104 \cdot h^{5} \cdot\left\|f^{[4]} \mid\right\|_{L_{\infty}[0,1]} \\
& |E(f)| \leq 0.00107 \cdot h^{2} \cdot 5 \cdot| | f^{[4 I}| |_{L_{2}[0,1]}
\end{aligned}
$$

2.2c. Best Quadrature for $\int_{0}^{1} p(x) \phi_{i}^{\prime}(x) \phi_{j}^{\prime}(x) d x$
$\quad I^{\prime}(2.2 .2)$, if we take $w(x)=\phi_{i}^{\prime}(x) \phi_{j}^{\prime}(x)$, then we have
$I_{i, j}^{\prime}(p)=\int_{0}^{1} p(x) \phi_{i}^{\prime}(x) \phi_{j}^{\prime}(x) d x$. We need only to consider two cases : (i) $|j-i|=1$ and (ii) $j=i$, since $I_{i, j}^{\prime}(p)=0 \quad \forall p \in H^{k}[0,1], \forall k \geq 0 \quad$ if $|j-i|>1$.
2.2c.1. The Case $|j-i|=1,1 \leq i, j \leq n-1$

For $j=i-1$, we have
(2.2.16) $I_{i, i-1}^{\prime}(p)=-\frac{1}{h^{2}} \int_{(i-1) h}^{i h} p(x) d x$

This case has been considered in detail in Sard [49].
The quadrature for $I_{1,0}^{\prime}$ is valid for $I_{i, i-1}^{\prime}, i=2, \ldots, n-1$ (cf. 2.2 b. ), and for the case when $j=i+1$, since $I_{i-1, i}^{\prime}=I_{i, i-1}^{\prime}$, the same quadrature applies, so we shall evaluate the quadrature for $I_{1,0}^{\prime}$

Notation :
(i) $Q_{1,0}^{1}\left(N, m,\left\{\xi_{i}\right\}_{i=1}^{N}\right)$ : the class of m-exact quadratures $Q_{1,0}^{Q}$ of the form (2.2.2) of $I_{1,0}^{\prime}$.
(ii) $Q_{1,0}^{\prime b}$ : the best quadrature w.r.t. $Q_{1,0}^{\prime}\left(\mathbb{N}, \mathrm{m},\left\{\xi_{i}\right\}_{i=1}^{N}\right)$.

The best quadrature in $2_{1,0}^{\prime}\left(3,3,\left\{0, \frac{h}{2}, h\right\}\right)$ is the Simpson's rule :

$$
Q_{1,0}^{\prime}(p)=-\frac{1}{6 h} \cdot p(0)-\frac{4}{6 h} \cdot p\left(\frac{h}{2}\right)-\frac{1}{6 h} \cdot p(h)
$$

If $f \in H^{2}[0,1]$, then

$$
|E(f)| \leq 0.0123 \cdot h \cdot| | f "| |_{L_{\infty}[0,1]}
$$

and

$$
|E(f)| \leq 0.0152 \cdot h^{0.5} \cdot\left\|f^{\prime \prime}\right\|_{L_{2}[0,1]}
$$

If $f \in H^{4}[0,1]$, then

$$
|E(f)| \leq 0.000347 \cdot h^{3} \cdot| | f^{[4]}| |_{L_{\infty}[0,1]}
$$

and

$$
|E(f)| \leq 0.000464 \cdot h^{2} \cdot 5 \cdot| | f^{[4]}| |_{L_{2}[0,1]}
$$

2.2c.2. The Case $j=i, \quad 1 \leq i, j \leq n-1$

For $j=i$, we have

$$
I_{i, i}^{\prime}=\frac{1}{h^{2}} \int_{(i-1) h}^{(i+1) h} p(x) d x
$$

For notational simplicity, we shall evaluate the best quadratures by considering

$$
I_{0,0}^{\prime}(p)=\frac{1}{h^{2}} \int_{-h}^{h} p(x) d x
$$

(This case can be found in Sard [49]).

Notation :
(i) $\quad Q_{0,0}^{\prime}\left(N, m,\left\{\xi_{i}\right\}_{i=1}^{N}\right)$ : the class of m-exact quadrature $Q_{0,0}^{\prime}$ of the form (2.2.2) of $I_{0,0}^{\prime}$.
(ii) $Q_{0,0}^{\prime b}$ : the best quadrature w.r.t. $\quad Q_{0,0}^{\prime}\left(N, m,\left\{\xi_{i}\right\}_{i=1}^{N}\right)$.

The best quadrature in $\left\{_{0,0}^{\prime}(3,3,\{-h, 0, h\})\right.$ is the Simpson's rule :

$$
2_{0,0}^{\prime}(p)=\frac{1}{3 h} p(-h)+\frac{4}{3 h} p(0)+\frac{1}{3 h} p(h)
$$

If $f \in H^{2}[0,1]$, then

$$
|E(p)| \leq 0.0987 \cdot h \cdot| | p \prime\| \|_{L_{\infty}[0,1]}
$$

and

$$
|E(p)| \leq 0.0861 \cdot h^{0.5} \cdot\left\|p^{\prime \prime}\right\|_{L_{2}[0,1]}
$$

If $f \in H^{4}[0,1]$, then

$$
|E(p)| \leq 0.0111 \cdot h^{3} \cdot \| p^{[4]}| |_{L_{\infty}[0,1]}
$$

and

$$
|E(p)| \leq 0.0105 \cdot h^{2} \cdot 5 \cdot\left\|p^{[4]}\right\|_{L_{2}[0,1]}
$$

2.2d. Best Quadrature for $\int_{0}^{1} q(x) \phi_{i}(x) \phi_{j}(x) d x$

If we take $w(x)=\phi_{i}(x) \phi_{j}(x)$ in (2.2.1), then we have $I_{i, j}(q)=\int_{0}^{1} q(x) \phi_{i}(x) \phi_{j}(x) d x$; we need only to consider two cases:
(i) $|j-i|=1$ and (ii) $j=i$.
2.2d.1 The Case $|j-i|=1,1 \leq i, j \leq n-1$

In this case, we need only to evaluate the quadratures
for $I_{1,0}$, which is

$$
I_{1,0}(q)=\frac{1}{h^{2}} \int_{0}^{h} q(x) \cdot(h-x) \cdot x d x
$$

## Notation:

(i) $2_{1,0}\left(\mathrm{~N}, \mathrm{~m},\left\{\xi_{i}\right\}_{i=1}^{\mathrm{N}}\right.$ ) (abbrev. $2_{1,0}$ ) : the class of quadratures m-exact $Q_{1,0}$ of the form (2.2.2) of $I_{1,0}$. (ii) $2_{1,0}^{b}$ : the best quadrature w.r.t. $Q_{1,0}\left(N, m,\left\{\xi_{i}\right\}_{i=1}^{N}\right)$.

The following is a list of best quadratures in each class $2_{1,0}$ :

The best quadrature in the class $2_{1,0}\left(1,1,\left\{\frac{h}{2}\right\}\right)$ is

$$
Q_{1,0}^{b}(q)=\frac{h}{6} \cdot q\left(\frac{h}{2}\right)
$$

If $q \in H^{2}[0,1]$, then
and

$$
|E(q)| \leq 0.00417 \cdot h^{2} \cdot| | q^{\prime \prime}| |_{L_{\infty}[0,1]}
$$

$$
|E(q)| \leq 0.00616 \cdot h^{1 \cdot 5} \cdot \| q^{\prime \prime}| |_{L_{2}[0,1]}
$$

The best quadrature in the class $2_{1,0}\left(3,3,\left\{0, \frac{h}{2}, h\right\}\right)$ is

$$
Q_{1,0}^{b}(q)=\frac{h}{60} \cdot q(0)+\frac{8 h}{60} \cdot q\left(\frac{h}{2}\right)+\frac{h}{60} \cdot q(h)
$$

If $q \in H^{2}[0,1]$, then

$$
|E(q)| \leq 0.00189 \cdot h^{3} \cdot| | q^{\prime \prime}| |_{L_{\infty}[0,1]}
$$

and

$$
|E(q)| \leq 0.00246 \cdot h^{2} \cdot 5 \cdot\left\|q^{\prime \prime}\right\|_{L_{2}[0,1]}
$$

If $q \in H^{4}[0,1]$, then

$$
|E(q)| \leq\left. 0.0000496 \cdot h^{5} \cdot| | q^{[4]}\right|_{L_{\infty}[0,1]}
$$

and

$$
|E(q)| \leq 0.0000676 \cdot h^{4 \cdot 5} \cdot \| q^{[4]}| |_{L_{2}[0,1]}
$$

2.2d.2. The Case $j=i, \quad 1 \leq i, j \leq n-1$

As before, for notational simplicity, we shall consider

$$
I_{0,0}(q)=\frac{1}{h} \int_{-h}^{0} q(x) \cdot(x+h) d x+\frac{1}{h} \int_{0}^{h} q(x) \cdot(h-x) d x
$$

(i) $\quad \mathcal{R}_{0,0}\left(\mathrm{~N}, \mathrm{~m},\left\{\xi_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{\mathrm{N}}\right.$ ) (abbrev. $2_{0,0}$ ) : the class of m-exact quadrature $Q_{0,0}$ of the form (2.2.2) of $I_{0,0}$.
(ii) $Q_{0,0}^{b}$ : the best quadrature in $\sum_{0,0}\left(N, m,\left\{\xi_{i}\right\}_{i=1}^{N}\right)$.

The following is a list of best quadratures in each class $2_{0,0}$.

The best quadrature in the class $20,0(1,1,\{0\})$ is

$$
Q_{0,0}^{b}(q)=\frac{2 h}{3} q(0)
$$

If $q \in H^{2}[0,1]$, then

$$
|E(q)| \leq 0.0334 \cdot h^{3} \cdot\left\|q^{\prime \prime}\right\|_{L_{\infty}[0,1]}
$$

and

$$
|E(q)| \leq 0.0323 \cdot h^{2} \cdot 5 \cdot| | q^{\prime \prime}| |_{L_{2}[0,1]}
$$

The best quadrature in the class $\mathcal{R}_{0,0}\left(3,3,\left\{-\frac{h}{2}, 0, \frac{h}{2}\right\}\right)$ is

$$
Q_{0,0}^{b}(q)=\frac{2 h}{15} \cdot q\left(-\frac{h}{2}\right)+\frac{6 h}{15} \cdot q(0)+\frac{2 h}{15} \cdot q\left(\frac{h}{2}\right)
$$

If $q \in H^{2}[0,1]$, then

$$
|E(q)| \leq 0.0223 \cdot h^{3} \cdot| | q^{\prime \prime}| |_{L_{\infty}[0,1]}
$$

and

$$
|E(q)| \leq 0.0246 \cdot h^{2} \cdot 5 \cdot \|\left. q^{\prime \prime}\right|_{L_{2}[0,1]}
$$

If $q \in H^{4}[0,1]$, then

$$
|E(q)| \leq 0.0000993 \cdot h^{5} \cdot\left\|q^{[4]}\right\|_{L_{\infty}[0,1]}
$$

and

$$
|E(q)| \leq 0.0001050 \cdot h^{4 \cdot 5} \cdot\left\|q^{[4 I}\right\|_{L_{2}[0,1]}
$$

The best quadrature in the class $2_{0,0}(3,3,\{-h, 0, h\})$ is

$$
Q_{0,0}^{b}(q)=\frac{h}{30} \cdot q(-h)+\frac{18 h}{30} \cdot q(0)+\frac{h}{30} \cdot q(h)
$$

If $q \in H^{2}[0,1]$, then

$$
|E(q)| \leq 0.0219 \cdot h^{3} \cdot\left\|q^{\prime \prime}\right\|_{L_{\infty}[0,1]}
$$

and

$$
|E(q)| \leq 0.0208 \cdot h^{2 \cdot 5} \cdot\left\|q^{\prime \prime}\right\|_{L 2[0,1]}
$$

If $q \in H^{4}[0,1]$, then

$$
|E(q)| \leq 0.00199 \cdot h^{5} \cdot\left\|q^{[4]}\right\|_{L_{\infty}[0,1]}
$$

and

$$
|E(q)| \leq 0.00196 \cdot h^{4 \cdot 5} \cdot\left\|q^{[4]}\right\|_{L_{2}[0,1]}
$$

We shall end this Chapter by concluding that, as far as we know, the best quadrature formulae in Section $2.2 b$, except the best quadrature in $2_{0}(3,3,\{-h, 0, h\})$, and Section 2.2 d are new.

## CHAPTER 3

## SUPERCONVERGENCE

### 3.1. Introduction

In [16], C. de Boor and B. Swartz showed that in solving a certain BVP by a certain collocation method, the error at the knots of the spline being employed is of much higher order than it can be either uniformly or in $L_{2}$. J. Douglas and T. Dupont in [19] discovered the knot higher order phenomenon does occur when they approximated certain TPBVP by the Galerkin method using the space $S_{\pi}^{m}, 0$; they used the word "Superconvergence" to represent this knot higher order phenomenon. In [20], they demonstrated several methods to obtain higher order convergence and extended the meaning of superconvergence to include methods of obtaining higher order convergence. The characteristic of their methods in [20] is local in the sense that superconvergence results at a certain small number of subintervals. However, motivated by [20], together with [14] and [25], we shall introduce a method called "global superconvergence via local quasi-inverse" in section 3.3 to obtain higher order convergence for the solution of (1.3.3) with homogeneous (1.3.4).
,
For the sake of simplicity, in this chapter, we shall restrict our discussion on the solution of (1.3.3) with homogeneous (1.3.4).

### 3.2. The Superconvergence Phenomenon at the Knots

The solution of (1.3.3) with homogeneous (1.3.4) by the

Ritz method has been shown in section 1.5 and 1.6 to be equivalent to the Galerkin solution. In this section, we shall modify the proof in [21] to show the superconvergence phenomenon at the knots for the RRG solution of (1.3.3) with homogeneous (1.3.4).

Let $u$ be the true solution of (1.3.3) with homogenous (1.3.4). Let $u_{h} \in S_{h, 0}^{m, 0}$ be the RRG solution to $u$ in the sense that (3.2.1) $\left(p u_{h}^{\prime}, v_{h}^{\prime}\right)+\left(q u_{h}, v_{h}\right)=\left(f, v_{h}\right) \quad \forall v_{h} \in S_{h, 0}^{m, 0}$ Let $\zeta=u-u_{h}$, then


Let $G(x, \xi)$ be the Green's function for (1.3.3) with homogeneous (1.3.4), i.e.

$$
\begin{align*}
u(x) & =(f, G(x, \cdot))  \tag{3.2.3}\\
& =(L u, G(x, \cdot)) \\
& =\left(\text { pu' }^{\prime}, \frac{\partial G}{\partial \xi}(x, \cdot)\right)+(q u, G(x, \cdot))
\end{align*}
$$

for sufficiently smooth $u$. In particular, the representation holds for $u \in H_{0}^{1}[0,1]$, so that it can be applied to $\zeta$. Thus
(3.2.4) $\quad \zeta\left(x_{i}\right)=\left(p \zeta^{\prime}, \frac{\partial G}{\partial \xi}\left(x_{i}, \cdot\right)\right)+\left(q \zeta, G\left(x_{i}, \cdot\right)\right)$

$$
=\left(p \zeta^{\prime}, \frac{\partial G}{\partial \xi}\left(x_{i}, \cdot\right)-v_{h}^{\prime}\right)+\left(q \zeta, G\left(x_{i}, \cdot\right)-v_{h}\right)
$$

for all $v_{h} \in S_{h, 0}^{m, 0}$ and
(3.2.5) $\left|\zeta\left(x_{i}\right)\right| \leq C \cdot\|\zeta\|_{1} \cdot \operatorname{Inf}_{v_{h} \in S_{h, 0}^{m}, 0}\left\|G\left(x_{i}, \cdot\right)-v_{h}\right\|_{1}$
where $\quad C=C(p, q)$

If $p \in H^{m+2}[0,1]$ and $q \in H^{m+1}[0,1]$, then
(3.2.6)

$$
G\left(x_{i}, \cdot\right) \in H^{m+1}\left(\left[0, x_{i}\right]\right) \cap H^{m+1}\left(\left[x_{i}, 1\right]\right)
$$

and
(3.2.7) $\left\|G\left(x_{i}, \cdot\right)\right\|_{H^{m+1}}^{\left[0, x_{i}\right]^{+}}\left\|G\left(x_{i}, \cdot\right)\right\|_{H^{m+1}\left[x_{i}, 1\right]} \leq C_{1}(p, q)$

Since the functions in $S_{h, 0}^{m, 0}$ are not required to be differentiable at $x=x_{i}$, it is clear (by using Lagrange interpolation at each interva1 ) that

$$
\begin{equation*}
\inf _{v_{h} \in S_{h, 0}^{m, 0}}\left\|G(x, 0)-v_{h}\right\|_{1} \leq C_{2}(p, q) \cdot h^{m} \tag{3.2.8}
\end{equation*}
$$

It is known that ([8],[20],[21],[41])

$$
\begin{array}{r}
\|\zeta\|_{0}+h \cdot\|\zeta\|_{1} \leq C_{3} \cdot\|u\|_{k+1} \cdot h^{k+1}  \tag{3.2.9}\\
0 \leq \mathrm{k} \leq \mathrm{m}
\end{array}
$$

From (3.2.5), (3.2.8) and (3.2.9)

$$
\begin{equation*}
\left|\zeta\left(x_{i}\right)\right| \leq C(p, q) \cdot\|u\|_{k+1} \cdot h^{m+k} \quad 0 \leq k \leq m \tag{3.2.10}
\end{equation*}
$$

Thus we have proved the following theorem:

Theorem 3.2.1 If the solution of (1.3.3) with homogeneous (1.3.4) is such that $u \in H_{0}^{m}[0,1]$, then the knot estimate (3.2.10) is valid, $\mathrm{i}=1, \cdots, \mathrm{n}-1$.

Remarks:
(i) If the coefficients $p(x)$ and $q(x)$ are not smooth enough for (3.2.7) to hold but are such that, for some $j \in[0, m]$, $G\left(x_{i}, \cdot\right) \in H^{j+1}\left(\left[0, x_{i}\right]\right) \cap H^{j+1}\left(\left[x_{i}, 1\right]\right)$, then
(3.2.11) $\left|\zeta\left(x_{i}\right)\right|<C_{5}(p, q) \cdot\|u\|_{k+1} \cdot h^{j+k} \quad 0 \leq k \leq m$
(ii) In particular, if $k=m$, then we have

$$
\left|\zeta\left(x_{i}\right)\right| \leq C_{6}(p, q) \cdot\|u\|_{m+1} \cdot h^{2 m}
$$

for $i=1, \cdots, n-1$.
(iii) It is worthwhile to mention that Wheeler in [60] made use of (3.2.10) in showing that

$$
\begin{equation*}
\|\zeta\|_{L_{\infty}[0,1]} \leq C_{7}(p, q) \cdot\|u\|_{w^{\infty}, \mathrm{m}+1}[0,1] h^{\cdot \mathrm{m}+\mathrm{J}} \tag{3.2.12}
\end{equation*}
$$

where $\quad\|f\|_{\omega^{p}, k_{[0,1]}}=\sum_{i=0}^{k}\left\|f^{[i]}\right\|_{L^{p}}{ }_{[0,1]}$

$$
w^{p, k}[0,1]=\left\{\begin{array}{l|l}
u \in C^{k-1}[0,1] & u^{[k-1]} \text { is absolutely } \\
\text { continuous and } u^{[k]} \in L_{p}^{[0,1]}
\end{array}\right\}
$$

(see a similar result by Douglas, Dupont and Wahbin in [22]).
(iv) In particular, if $m=1$, i.e. $u_{h} \in S_{h, 0}^{1,0}$, then we have

$$
\begin{aligned}
& \left|\zeta\left(\mathrm{x}_{\mathrm{i}}\right)\right| \leq \mathrm{C}_{8}(\mathrm{p}, \mathrm{q}) \cdot\|\mathrm{u}\|_{2} \cdot \mathrm{~h}^{2} \quad 1 \leq \mathrm{i} \leq \mathrm{n}-1 \\
& \|\zeta\|_{L_{\infty}[0,1]} \leq C_{9}(p, q) \cdot\|u\|_{\omega^{\infty}, 2[0,1]} \cdot h^{2} \\
& \text { and } \quad\|\zeta\|_{0}+h\|\zeta\|_{1} \leq C_{10} \cdot\|u\|_{k} \cdot h^{k} \quad k=1,2
\end{aligned}
$$

(v) If $p=1$ and $q=0$, the Green's function $G(x, \cdot) \in S_{h, 0}^{1,0} \subset S_{h, 0}^{m, 0}$, hence $\quad \inf _{v_{h} \in S_{h, 0}^{m}, 0}\left\|G(x, \cdot)-v_{h}\right\|_{1}=0$,which implies, (3.2.5), $\zeta\left(x_{i}\right)=0$, $1 \leq \mathrm{i} \leq \mathrm{n}-1$.
3.3. Global Superconvergence via Local Quasi-Inverse

In this section, we shall introduce a constructive method to obtain a "global superconvergence" solution to (1.3.3) with homogeneous (1.3.4) in the sense that the global error is of higher order then the RRG solution in either the energy norm or $H_{0}$ norm.

The outline of the method is as follows :

Firstly, we solve (1.3.3) - homogeneous (1.3.4) by RRG (finite element) method using the space $S_{h, 0}^{1,0}$ to obtain the RRG approximation $u_{h}$. We shall write the RRG method in an operational form by $R_{h}$. Thus $R_{h}: H_{0}^{1}[0,1] \rightarrow S_{h, 0}^{1,0}$ such that $u_{h}=R_{h}(u)$. Note that $u_{h}$ is a linear function of $u$.

As soon as we know $u_{h}$, it is nice to know the inverse of $R_{h}$, then we can compute $u$ exactly. But, unfortunately, this is impossible in general. However, motivated by C. de Boor and G. Fix in [14] and P.O. Frederickson in [25], we know that we could make use of an approximate inverse (for more about an approximate inverse of a linear operator, please refer to Benson [3]) of $R_{h}$ to obtain a better approximate solution $s$ of $u$. An easy type of an approximate inverse to compute is what we shall call a quasi-inverse $Q$ of $R_{h}$; thus we define $s=Q \cdot R_{h}(u)$.

In section 4.5 , we will obtain error estimates for the error operator $E=I-Q \cdot R_{h}$.

Definition 3.3.1 ([14,pp.19], [25,pp.159])

An approximation operator $H: A \subset H^{k}[0,1] \rightarrow B \subset H^{k}[0,1]$ is called a local approximation operator if (Hf)(x) is independent of the function $f$ outside a certain neighborhood of the point $x$.

To be more precise, we require a compact set $K$ such that for any $f$ in $A$ and any $x$ in $[0,1],[f(y)=0 \quad \forall y \in x+K \Rightarrow$ $\left.(H f)^{0}(x)=0\right]$.

## Definition 3.3.2

Let $\psi: A \subset H^{k}[0,1] \rightarrow B \subset H^{k}[0,1] \quad$ be a linear operator. $Q: B \rightarrow C \subset H^{k}[0,1]$, a linear operator, is a r-exact quasi-inverse

```
of \(\psi\) if (i) \(Q\) is a local approximation operator and (ii) \(\quad Q \cdot \psi(p)=p \quad \forall p \in \mathcal{P}^{r}[0,1]\).
```

In this thesis, we shall consider in particular, $A=H_{0}^{1}[0,1]$, $B=S_{h, 0}^{1,0}, C=S_{h, 0}^{3,2}, r=3$ and $\psi=R_{h}$. i.e. we shall make use of a 3-exact quasi-inverse of the RRG method to obtain a superconvergence approximation $s \in S_{h, 0}^{3,2}$ to $u$.

Let us go on to the construction of the superconvergence solution. From (1.6.9) ,

$$
\begin{align*}
a\left(u-u_{h}, w_{h}\right) & =0 \quad \forall w_{h} \in S_{h}^{l}, 0  \tag{3.3.1}\\
\Rightarrow a\left(u-u_{h}, \phi_{j}\right) & =0 \quad j=1, \cdots, n-1 \\
\Rightarrow a\left(u, \phi_{j}\right) & =a\left(u_{h}, \phi_{j}\right) \\
& =\sum_{i=1}^{n-1} a_{i} \cdot a\left(\phi_{i}, \phi_{j}\right)
\end{align*}
$$

where $u_{h}=\sum_{i=1}^{n-1} a_{i} \phi_{i}$ with $a_{i}$ which have been determined earlier by $R_{h}$.
$Q\left(u_{h}\right)$ is in $S_{h}^{3,2}$, it can be written as $Q\left(u_{h}\right)=\sum_{k=-1}^{n+1} b_{k} B_{k}$, where $\left\{B_{k}\right\}_{k=-1}^{n+1}$ is a basis of $S_{h}^{3,2}$ (cf. 1.10b.2). We want $Q \cdot R_{h}$ to reproduce $p$ for $p \in \boldsymbol{\beta}_{0}^{3}$. By the local property of $B_{k}$ in $\left[x_{k-2}, x_{k+2}\right]\left(B_{k}\right.$ is identical to zero outside $\left.\left(x_{k-2}, x_{k+2}\right)\right)$, we could have $Q$ to be a local approximation operator by defining

$$
\begin{equation*}
b_{k}=\alpha_{k} u_{h_{k-1}}+\beta_{k} u_{h_{k}}+\alpha_{k} u_{h_{k+1}} \tag{3.3.2}
\end{equation*}
$$

where $u_{h_{i}}=u_{h}\left(x_{i}\right)$. Note that
(3.3.3) $Q\left(u_{h}\right)\left(x_{j}\right)=\frac{1}{4} b_{j-1}+b_{j}+\frac{1}{4} b_{j+1} \quad\left(=a_{j}\right.$ if $\left.u \in \mathcal{P}_{0}^{3}\right)$
for $j=0, \cdots, n-1$
$\rho_{0}^{3}$ is of dimension 2, and $\left\{u^{00}(x)=x(1-x), u^{01}(x)=x^{2}(1-x)\right\}$
form a basis for $\mathcal{\rho}_{0}^{3} . Q \cdot R_{h}$ will reproduce $p \in \mathcal{\rho}_{0}^{3}$ if $\alpha_{k}$ and $\beta_{k}$ are determined through $\vdots$

$$
\left\{\begin{array}{l}
Q \cdot R_{h}\left(u^{00}\right)\left(x_{k}\right)=u^{00}\left(x_{k}\right)  \tag{3.3.4}\\
Q \cdot R_{h}\left(u^{01}\right)\left(x_{k}\right)=u^{01}\left(x_{k}\right)
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
u^{00}\left(x_{k}\right)=k h(1-k h)  \tag{3.3.5}\\
u^{01}\left(x_{k}\right)=k^{2} h^{2}(1-k h)
\end{array}\right.
$$

After we have obtained the RRG solutions $\left\{a_{k}^{00}\right\}$ and $\left\{a_{k}^{01}\right\}$,
$1 \leq \mathrm{k} \leq \mathrm{n}-1$, the next step is to evaluate $\mathrm{b}_{\mathrm{k}}^{0 \mathrm{t}},-1 \leq \mathrm{k} \leq \mathrm{n}+1, \mathrm{t}=0,1$, and $\left\{\alpha_{k}, \beta_{k}\right\}_{k=-1}^{n+1}$. These determine $\left\{b_{k}\right\}_{k=-1}^{n+1}$, and hence $s$ is obtained. From (3.3.3), (3.3.4) and (3.3.5), we have
(3.3.6) $\left\{\begin{array}{l}Q u_{h}^{00}\left(x_{k}\right)=\frac{1}{4} b_{k-1}^{00}+b_{k}^{00}+\frac{1}{4} b_{k+1}^{00}=k h(1-k h) \\ Q u_{h}^{01}\left(x_{k}\right)=\frac{1}{4} b_{k-1}^{01}+b_{k}^{01}+\frac{1}{4} b_{k+1}^{01}=k^{2} h^{2}(1-k h)\end{array}\right.$

A solution of (3.3.6) is
(3.3.7)

$$
\left\{\begin{array}{l}
b_{k}^{00}=\frac{2}{3} k h(1-k h)+\frac{2 h^{2}}{9} \\
b_{k}^{01}=\frac{2}{3} k^{2} h^{2}(1-k h)+\frac{2}{3} k^{3}-\frac{2}{9} h^{2}
\end{array} \quad-1 \leq k \leq n+1\right.
$$

From (3.3.2), $\left\{\alpha_{k}, \beta_{k}\right\}_{k=1}^{n-1}$ are obtained by solving the linear systems :

$$
\begin{equation*}
\alpha_{k} u_{h_{k-1}}^{0 t}+\beta_{k} u_{h_{k}}^{0 t}+\alpha_{k} u_{h_{k+1}}^{0 t}=b_{k}^{0 t} \quad t=0,1 \tag{3.3.8}
\end{equation*}
$$

For $k=-1,0, n, n+1$, we need extrapolations as follows :

$$
\begin{array}{cll}
\gamma_{k} u_{h_{0}}^{0 t}+\beta_{k} u_{h_{l}}^{0 t}+\alpha_{k} u_{h_{2}}^{0 t}=b_{k}^{0 t} & k=-1,0 \quad t=0,1 \\
\alpha_{k} u_{h_{n-2}^{0 t}}^{0 t}+\beta_{k} u_{h_{n-1}^{0 t}}^{0 t}+\gamma_{k} u_{h_{n}^{0 t}}^{0 t}=b_{k}^{0 t} & k=n, n+1 \quad t=0,1
\end{array}
$$

Note that $u_{h_{0}}^{00}=u_{h_{n}}^{00}=u_{h_{0}}^{01}=u_{h_{n}}^{01}=0$, so we need only to evaluate $\left\{\alpha_{k}, \beta_{k}\right\}$ for $k=-1,0, n, n+1$. The solutions of (3.3.8) - (3.3.10) can be easily obtained by Gaussian elimination method.

For $p$ a constant and $q=0,\left\{\alpha_{k}, \beta_{k}\right\}_{k=-1}^{n+1}$ can be evaluated by pen and paper calculation. The evaluation is as follows :

From (2.2.12) we have $a\left(\phi_{i}, \phi_{j}\right)=\frac{p}{h} A$, where $A$ is defined in (2.2.13) . The RRG solution for $u^{00}$ and $u^{01}$ can be derived from (3.3.1) with A :
(i) For $u^{00}(x)=x(1-x)$

From (3.3.1) , $a\left(u^{00}, \phi_{j}\right)=\frac{p_{1}}{h}\left[-a_{j-1}^{00}+2 a_{j}^{00}-a_{j+1}^{00}\right]$, but from
the definition, $a\left(u^{00}, \phi_{j}\right)=2 p h, j=1, \cdots, n-1$. The solution is (3.3.11)

$$
a_{k}^{00}=k h(1-k h)
$$

$$
1 \leq k \leq n-1
$$

This fits Remark (v) in 2.2 .
(ii) For $u^{01}(x)=x^{2}(1-x)$

Similar to (i), we have $-2 p h+6 p h^{2} j^{2}=\frac{p_{h}}{h}\left[-a_{j-1}^{01}+2 a_{j}^{01}+a_{j+1}^{01}\right]$.
The solution is

$$
\begin{equation*}
a_{k}^{01}=k^{2} h^{2}(1-k h) \tag{3.3.12}
\end{equation*}
$$

$$
1 \leq k \leq n-1
$$

This fits Remark (v) in 2.2 too.

With (3.3.11) and (3.3.12), the solutions of (3.3.7) - (3.3.10) by Gaussian elimination method are :

$$
\begin{array}{lll}
\alpha_{-1}=\frac{1}{9}\left(\frac{5+2 h}{1-2 h}\right) & \beta_{-1}=-\frac{8}{9}\left(\frac{2+h}{1-h}\right) & \gamma_{-1}=0 \\
\alpha_{0}=-\frac{1}{9}\left(\frac{1+h}{1-2 h}\right) & \beta_{0}=\frac{2}{9}\left(\frac{1+2 h}{1-h}\right) & \gamma_{0}=0 \\
\alpha_{k}=-\frac{1}{9} & \beta_{k}=\frac{8}{9} & 2 \leq k \leq n-1 \\
\alpha_{n}=\alpha_{0} & \beta_{n}=\beta_{0} & \gamma_{n}=\gamma_{0} \\
\alpha_{n+1}=\alpha_{-1} & \beta_{n+1}=\beta_{-1} & \gamma_{n+1}=\gamma_{-1}
\end{array}
$$

## Remarks :

(i) For general $p(x)$ and $q(x)$, the cofficients $\left\{\alpha_{k}, \beta_{k}\right\}_{k=-1}^{n+1}$ can be solved numerically in a similar way by Gaussian elimination method.
(ii) For $p$ constant and $q=0$, the extrapolation for $\left\{\alpha_{k}, \beta_{k}\right\}$, $\mathrm{k}=-1,0, \mathrm{n}, \mathrm{n}+1$, can be evaluated in an alternate way as follows : For $k=-1,0$, we let
(3.3.13) $b_{k}^{O t}=\alpha_{k} u_{h_{0}}^{O t}+\beta_{k} u_{h_{1}}^{O t}+\gamma_{k} u_{h_{2}}^{O t}+\delta_{k} u_{h_{3}}^{O t} \quad t=0,1$
and for $k=n, n+1$, we let

$$
\begin{equation*}
b_{k}^{0 t}=\delta_{k} u_{h_{n-3}}^{0 t}+\gamma_{k} u_{h_{n-2}}^{O t}+\beta_{k} u_{h_{n-1}}^{O t}+\alpha_{k} u_{h_{n}^{0 t}}^{o t} \quad t=0,1 \tag{3.3.14}
\end{equation*}
$$

Then from (3.3.3) - (3.3.7), we have

$$
\frac{1}{4} b_{k-1}^{0 t}+b_{k}^{0 t}+\frac{1}{4} b_{k+1}^{0 t}=u_{h_{k}}^{0 t} \quad \begin{align*}
& \mathrm{k}=-1,0, n, n+1  \tag{3.3.15}\\
& t=0,1
\end{align*}
$$

By expanding both sides of (3.3.15) in terms of order of $h$ and then identifying the coefficients of the terms in order of $h$, we will have, for each $k$, $t$, a linear system. After solving these linear systems, we obtain

$$
\begin{array}{ll}
\alpha_{-1}=\alpha_{n+1}=0 & \alpha_{0}=\alpha_{n}=0 \\
\beta_{-1}=\beta_{n+1}=-\frac{28}{9} & \beta_{0}=\beta_{n}=\frac{5}{9} \\
\gamma_{-1}=\gamma_{n+1}=\frac{17}{9} & \gamma_{0}=\gamma_{n}=-\frac{4}{9} \\
\delta_{-1}=\delta_{n+1}=-\frac{4}{9} & \delta_{0}=\delta_{n}=\frac{1}{9}
\end{array}
$$

The next chapter is on the error analysis, in which we shall extend the Peano kernel theorem and make use of it to estimate the convergence rate of the global superconvergence.

## CHAPTER 4

## ERROR ANALYSIS

In this chapter, we shall discuss the errors and obtain error bounds on different norms for the RRG approximation and the global superconvergence. We shall employ the Peano Kernel Theorem as a tool in the error analysis especially in 4.1 when we make use of the linear interpolant $u_{I}(x)$ of $u(x)$ to obtain the bounds for $\left\|u-u_{h}\right\|_{A}$ as well as the bounds for $\left\|u-u_{h}\right\|_{L_{\infty}[0,1]}$. We sha11, in 4.3 , extend the Peano Kernel Theorem to apply on the BVP so that we could make use of the theorem to obtain the error bounds for the global superconvergence approximations. Finally, in 4.5 , the effects of quadrature rules on the RRG approximation will be discussed in detail.

### 4.1. The Applications of the Peano Kernel Theorem on Interpolation

In the section, we discuss the applications of the Peano kernel theorem on the evaluation of the error bounds for the interpolation of functions. These applications will be used extensively in $4.2,4.4$, and 4.5 . A more general discussion can be found in [5].

Let $f \in H^{m+1}[0,1]$. Let $s \in S_{h}^{m, k}$ be an interpolant of $f$ at the knots $\left\{x_{i}\right\}_{i=0}^{n}$.

Assume that $s$ is exact for $\mathrm{P}^{\mathrm{m}}$.
Let $E(\xi, \cdot): H^{m+1}[0,1] \rightarrow R$ be the error functional, when $f$ is interpolated by $s$, at each point $\xi \in[0,1]$. i.e.
(4.1.1)

$$
E(\xi, f)=f(\xi)-s(\xi)
$$

Then by the Beano kernel theorem, we have

$$
\begin{equation*}
E(\xi, f)=\int_{0}^{1} K_{m+1}(\xi, t) f^{[m+1]}(t) d t \tag{4.1.2}
\end{equation*}
$$

where $K_{m+1}(\xi, t)$ is the Pean kernel function which has been shown in section 1.7 to have the explicit form :

$$
\begin{equation*}
K_{m+1}(\xi, t)=\frac{1}{m!} E_{x}\left(\xi,(x-t)_{+}^{m}\right) \tag{4.1.3}
\end{equation*}
$$

Let, for each $f \in H^{m+1}[0,1]$,

$$
\begin{equation*}
e(\xi)=E(\xi, f) \tag{4.1.4}
\end{equation*}
$$

Then by Holder's inequality, we have
(4.1.5) $|e(\xi)| \leq\left\|f^{(m+1)}\right\|_{L_{p}} \cdot\left[\int_{0}^{1}\left|K_{m+1}(\xi, t)\right|^{q} d t\right)^{1 / q}$

If we define

$$
\begin{equation*}
k_{q}(\xi)=\int_{0}^{1}\left|K_{m+1}(\xi, t)\right|^{q} d t \tag{4.1.6}
\end{equation*}
$$

then (4.1.5) becomes

$$
\begin{equation*}
|e(\xi)| \leq\left\|f^{(m+1)}\right\|_{L_{p}} \cdot\left[k_{q}(\xi)\right]^{1 / q} \tag{4.1.7}
\end{equation*}
$$

Since, in (4.1.7), $\left\|f^{(m+1)}\right\|_{L_{p}}$ is a constant, we could easily obtain

$$
\begin{equation*}
\|e\|_{L_{s}} \leq\left\|f^{(m+1)}\right\|_{L_{p}} \cdot k_{q, s} \tag{4.1.8}
\end{equation*}
$$

where
(4.1.9) $\quad k_{q, s}=\left(\int_{0}^{1}\left[\int_{0}^{1}\left|k_{m+1}(\xi, \mathrm{t})\right|^{q} \mathrm{dt}\right)^{\mathrm{s} / \mathrm{q}} \mathrm{ds}\right)^{1 / \mathrm{s}}$

In particular,
(i) $\mathrm{p}=\infty, \mathrm{q}=1, \mathrm{~s}=\infty$
(4.1.10)

$$
\left\{\begin{array}{l}
\|\mathrm{e}\|_{L_{\infty}} \leq\left\|\mathrm{f}^{(\mathrm{m}+1)}\right\|_{L_{\infty}} \cdot k_{l, \infty} \\
k_{1, \infty}=\sup _{0 \leq \xi \leq 1} \int_{0}^{1}\left|K_{m+1}(\xi, \mathrm{t})\right| \mathrm{dt}
\end{array}\right.
$$

(ii) $\mathrm{p}=1, \mathrm{q}=\infty, \mathrm{s}=\infty$
(4.1.11) $\left\{\begin{array}{l}\|\mathrm{e}\|_{L_{\infty}} \leq\left\|\mathrm{f}^{(\mathrm{m}+1)}\right\|_{L_{1}} \cdot k_{\infty, \infty} \\ k_{\infty},_{\infty}=\sup _{0 \leq \xi \leq 1} \sup _{0 \leq \mathrm{t} \leq 1}\left|K_{\mathrm{m}+1}(\xi, \mathrm{t})\right|\end{array}\right.$
(iii) $p=2, q=2, s=2$
(4.1.12)

$$
\left\{\begin{array}{l}
\|e\|_{L_{2}} \leq\left\|\mathrm{f}^{(\mathrm{m}+1)}\right\|_{L_{2}} \cdot k_{2,2} \\
k_{2,2}=\left\{\int_{0}^{1} \int_{0}^{1}\left|K_{\mathrm{m}+1}(\xi, \mathrm{t})\right|^{2} \mathrm{dt} \mathrm{~d} \xi\right\}^{1 / 2}
\end{array}\right.
$$

4.2. The Errors in the Interpolation by $S_{h}^{l, 0}$

Theorem 1.6.1 tells us that the energy norm of the RRG error is minimum over the space $S_{h, g}^{\mathcal{l}, 0}$ if the RRG approximation is from $S_{h, g}^{l, 0}$. i.e. $\left\|u-u_{h}\right\|_{A} \leq\left\|u-v_{h}\right\|_{A} \quad \forall v_{h} \in S_{h}^{l} ;{ }_{g}^{l}$. Generally, the bound for $\left\|u-u_{h}\right\|_{A}$ is difficult to obtain directly,
but from the fact that $\left\|u-u_{h}\right\|_{A}$ is minimum over $S_{h, g}^{l, 0}$, we could suitably choose a $u_{I} \in S_{h, g}^{l, 0}$ such that the bounds of $\left\|u-u_{I}\right\|_{A}$ can be found easily and hence we could make use of these bounds for $\left\|u-u_{I}\right\|_{A}$ to be the bounds of $\left\|u-u_{h}\right\|_{A}$. Such a $u_{I}$ to be chosen is the linear interpolant of $u$, i.e. the piecewise linear function which agrees with $u$ at the knots $\left\{x_{i}\right\}_{i=0}^{n}$ Note that $u_{I}$ can be written as

$$
u_{I}(x)=\sum_{j=0}^{n} u\left(x_{j}\right) \phi_{j}(x)
$$

Obviously, $u_{I}$ is exact for $\mathcal{P}^{l}$. Hence by the Peano kernel theorem, the error functional $E(\xi, \cdot)$, for fixed $\xi \in[0,1]$, can be written as, for $u \in H^{2}[0,1]$,

$$
\begin{align*}
E(\xi, u) & =u(\xi)-\sum_{j=0}^{n} u\left(x_{j}\right) \phi_{j}(\xi)  \tag{4.2.1}\\
& =\int_{0}^{1} K_{2}(\xi, t) u^{\prime \prime}(t) d t
\end{align*}
$$

where

$$
\begin{equation*}
K_{2}(\xi, t)=E_{x}\left(\xi,(x-t)_{+}\right) \tag{4.2.2}
\end{equation*}
$$

Suppose that $\xi \in\left[x_{k-1}, x_{k}\right]$, for some $k \in\{1, \cdots, n\}$, then the Peano kernel $K_{2}(\xi, \cdot)$ is of the form:

$$
(4.2 .3) K_{2}(\xi, t)=(\xi-t)_{+}-\left[\left(x_{k-1}-t\right)_{+}^{m} \phi_{k-1}(\xi)+\left(x_{k}-t\right)_{+}^{m} \phi_{k}(\xi)\right]
$$

where

$$
\left\{\begin{array}{l}
\phi_{k-1}(\xi)=\frac{x_{k}-\xi}{h}  \tag{4.2.4}\\
\phi_{k}(\xi)=\frac{\xi-x_{k-1}}{h}
\end{array}\right.
$$

We have, from (4.2.3) and (4.2.4),
(4.2.5)

$$
K_{2}(\xi, t)= \begin{cases}0 & t \leq x_{k-1} \text { or } t \geq x_{k} \\ (\xi-t)-\left(x_{k}-t\right) \phi_{k}(\xi) & x_{k-1} \leq t \leq \xi \\ -\left(x_{k}-t\right) \phi_{k}(\xi) & \xi \leq t \leq x_{k}\end{cases}
$$

The graph of $K_{2}(\xi, t)$ is


Fig. 4.2.1
and

$$
\begin{equation*}
\left\|K_{2}(\xi, \cdot)\right\|_{L_{1}[0,1]}=\frac{1}{2}\left(\xi-x_{k-1}\right)\left(x_{k}-\xi\right) \leq \frac{1}{8} h^{2} \tag{4.2.6}
\end{equation*}
$$

If $u \in H^{2}[0,1]$, and $u^{\prime \prime}$ is bounded, then

$$
|E(\xi, u)| \leq\left\|K_{2}(\xi, \cdot)\right\|_{L_{1}[0,1]} \cdot\left\|u^{\prime \prime}\right\|_{L_{\infty}[0,1]}
$$

and

$$
(4.2 .7) \quad\|E(\cdot, \mathrm{u})\|_{L_{\infty}[0,1]} \leq \frac{1}{8} \mathrm{~h}^{2}\left\|\mathrm{u}^{\prime \prime}\right\|_{L_{\infty}[0,1]}
$$

The constant $\frac{1}{8}$ is the best constant, since there exist functions such that the equality holds in (4.2.7) (cf. [56, pp.44]).

To establish bounds for $u^{\prime}-u_{I}^{\prime}$, we let, at each point $\xi \in[0,1]$,

$$
\begin{equation*}
E\left(\xi, u^{\prime}\right)=u^{\prime}(\xi)-u_{I}^{\prime}(\xi) \tag{4.2.8}
\end{equation*}
$$

we see that the right hand side of (4.2.8) is exactly the quantity $\left.\frac{d}{d x} E(x, u)\right|_{x=\xi}$ (we shal1 denote it by $E^{\prime}(\xi, u)$ )

It is clear that $u_{I}^{\prime}$ is exact for $p^{\prime}$ if $p \in \mathcal{P}^{l}$. By the Peano kernel theorem and similar way of working as before, we have, if $u \in H^{2}$ and for $\xi \in\left[x_{k-1}, x_{k}\right]$,

$$
\begin{equation*}
E^{\prime}(\xi, u)=\int_{0}^{1} K_{2}^{*}(\xi, t) u^{\prime \prime}(t) d t \tag{4.2.9}
\end{equation*}
$$

(4.2.10)

$$
K_{2}^{*}(\xi, \mathrm{t})= \begin{cases}0 & t \leq x_{k-1} \\ \frac{t-x_{k-1}}{h} & x_{k-1} \leq t \leq \xi \\ -\frac{x_{k}-t}{h} & \xi \leq t \leq x_{k} \\ 0 & t \geq x_{k}\end{cases}
$$

The graph of $K_{2}^{*}$ is shown in fig. 4.2.2


From (4.2.9), we have
(4.2.11) $\left\|K_{2}(\xi, \cdot)\right\|_{L_{1}[0,1]}=\int_{x_{k-1}}^{\xi}\left(\frac{t-x_{k-1}}{h}\right) d t+\int_{\xi}^{x_{k}-\frac{x_{k}-t}{h} d t . t a n d r}$

$$
\leq \frac{h}{2}
$$

Then
(4.2.12)

$$
\left|E^{\prime}(\xi, u)\right| \leq \frac{h}{2}\left\|u^{\prime \prime}\right\|_{L_{\infty}[0,1]}
$$

and

$$
\begin{equation*}
\left\|E^{\prime}(\cdot, u)\right\|_{L_{\infty}[0,1]} \leq \frac{h}{2}\left\|u^{\prime \prime}\right\|_{L_{\infty}[0,1]} \tag{4.2.13}
\end{equation*}
$$

The constant $\frac{1}{2}$ in (4.2.13) is an improvement of the constant in [8] in which $C=1$. However [56] has the same result.

Thus we have proved the following theorem :

Theorem 4.2.1 If $u \in H^{2}[0,1]$ and $u^{\prime \prime}$ is bounded, then

$$
\begin{equation*}
\left\|\mathrm{u}-\mathrm{u}_{I}\right\|_{L_{\infty}[0,1]} \leq \frac{1}{8} \mathrm{~h}^{2}\left\|\mathrm{u}^{\prime \prime}\right\|_{L_{\infty}[0,1]} \tag{4.2.14}
\end{equation*}
$$

(4.2.15)

$$
\left\|u^{\prime}-u_{1}^{\prime}\right\|_{L_{\infty}[0,1]} \leq \frac{1}{2} h\left\|u^{\prime}\right\|_{L_{\infty}[0,11}
$$

For the bounds of the errors $u-u_{I}$ and $u^{\prime}-u_{I}^{\prime}$ in $L_{2}$-norm, we have the following theorem :

Theorem 4.2.2 If $u \in H^{2}[0,1]$, then
(4.2.16) $\quad\left\|u-u_{I}\right\|_{L_{2}[0,1]} \leq \frac{1}{3 \sqrt{ } 10} h^{2}\left\|u^{\prime \prime}\right\|_{L_{2}[0,1]}$
(4.2.17) $\quad\left\|u^{\prime}-u_{I}^{\prime}\right\|_{L_{2}[0,1]} \leq \frac{1}{\sqrt{6}} h\left\|u^{\prime \prime}\right\|_{L_{2}[0,1]}$

Proof :
From (4.1.12), we compute, for $\xi \in\left[x_{k-1}, x_{k}\right]$,
(4.2.18)

$$
k_{2}(\xi)=\frac{1}{3 h}\left(x_{k}-\xi\right)^{2}\left(\xi-x_{k-1}\right)^{2}
$$

and

$$
\begin{align*}
k_{2,2} & =\left[\int_{0}^{1} k_{2}(\xi) \mathrm{d} \xi\right]^{1 / 2}  \tag{4.2.19}\\
& =\frac{1}{3 \sqrt{ } 10} \mathrm{~h}^{2}
\end{align*}
$$

Thus, if $u \in H^{2}[0,1]$,

$$
\begin{aligned}
\left\|u-u_{I}\right\|_{2} & \leq k_{2,2}\left\|u^{\prime \prime}\right\|_{L_{2}[0,1]} \\
& =\frac{1}{3 \sqrt{ } 10} h^{2}\left\|u^{\prime \prime}\right\|_{L_{2}[0,1]}
\end{aligned}
$$

Similary, we have

$$
\left\|u^{\prime}-u_{I}^{\prime}\right\|_{L_{2}[0,1]} \leq\left\|u^{\prime \prime}\right\|_{L_{2}} \cdot k_{2,2}^{*}
$$

where

$$
k_{2,2}^{*}=\left[\int_{0}^{1} k_{2}^{*}(\xi) \mathrm{d} \xi\right]^{\frac{1}{2}}
$$

with
(4.2.20)

$$
\begin{aligned}
k_{2}^{*}(\xi) & =\int_{0}^{1}\left|K_{2}^{*}(\xi, \mathrm{t})\right|^{2} d t \\
& =\frac{1}{3 h^{2}}\left(\xi-\mathrm{x}_{\mathrm{k}-1}\right)^{3}+\frac{1}{3 \mathrm{~h}^{2}}\left(\mathrm{x}_{\mathrm{k}}-\xi\right)^{3}
\end{aligned}
$$

Then

$$
k_{2,2}^{*}=\frac{h}{\sqrt{6}}
$$

This completes the proof.

For the $H^{1}$ and energy error bounds, we have :

Theorem 4.2.3 If $u \in H_{g}^{2}[0,1]$, then
(4.2.21)

$$
\left\|u-u_{I}\right\|_{1}^{2} \leq\left(\frac{1}{6}+\frac{h^{2}}{90}\right) \cdot\left\|u^{"}\right\|_{0}^{2} \cdot h^{2}
$$

(4.2.22)

$$
\left\|u-u_{I}\right\|_{A}^{2} \leq\left(\frac{1}{6} p_{\max }+\frac{h^{2}}{90} q_{\max }\right) \cdot\|u "\|_{0}^{2} \cdot h^{2}
$$

Proof : (4.2.21) follows from Theorem 4.2.2.
For (4.2.22) , we have :

$$
\begin{aligned}
\left\|u-u_{I}\right\|_{A}^{2} & =\int_{0}^{1} p\left(u^{\prime}-u_{I}^{\prime}\right)^{2}+q\left(u-u_{I}\right)^{2} d x \\
& \leq\left(p_{\max } \cdot \frac{h^{2}}{6}+q_{\max } \cdot \frac{h^{4}}{90}\right) \cdot\left\|u^{\prime \prime}\right\|_{0}^{2}
\end{aligned}
$$

Theorem 4.2 .3 will be used to establish error bounds for the RRG solution.
4.3. The Errors in the RRG Solution

Since the energy norm of the RRG error is minimum over $S_{h, g}^{1,0}$, thus from theorem 4.2.3, we have the following theorem :

Theorem 4.3.1 For all $f \in H^{0}[0,1]$,

$$
\begin{align*}
\left\|u-u_{h}\right\|_{A} & \leq\left(\frac{p_{\max }}{6}+\frac{q_{\max }}{90} h^{2}\right)^{\frac{1}{2}} h \cdot\left\|u^{\prime \prime}\right\|_{0}  \tag{4.3.1}\\
& \leq \rho_{2}\left(\frac{p_{\max }}{6}+\frac{q_{\max }}{90} h^{2}\right)^{\frac{1}{2}} h \cdot\|f\|_{0}
\end{align*}
$$

Proof : If $f \in H^{0}[0,1]$, then $u \in H^{2}[0,1]$; and from (1.3.8), we have

$$
\|u "\|_{0} \leq \rho_{2}\|f\|_{0}
$$

and from Theorem 1.6.1 and Theorem 4.2.3 , we have

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{A} & \leq\left\|u-u_{I}\right\|_{A} \\
& \leq\left(\frac{p_{\max }}{6}+\frac{q_{\max }}{90} h^{2}\right)^{\frac{1}{2}} h \cdot\|u "\|_{0} \\
& \leq \rho_{2}\left(\frac{p_{\max }}{6}+\frac{q_{\max }}{90} \cdot h^{2}\right)^{\frac{1}{2}} h \cdot\|f\|_{0}
\end{aligned}
$$

Theorem 4.3.2 If $u \in H^{2}[0,1]$, then
(4.3.2)

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{0} & \leq \rho_{2} \cdot\left(\frac{1}{6} p_{\max }+\frac{h^{2}}{90} q_{\max }\right) h^{2}\left\|u^{\prime \prime}\right\|_{0} \\
& \leq \rho_{2}^{2}\left(\frac{1}{6} p_{\max }+\frac{h^{2}}{90} q_{\max }\right) h^{2}\|f\|_{0}
\end{aligned}
$$

Proof : (cf. [56], pp.49]).

However, for a self-adjoint second order $\operatorname{ODE}$ (1.3.2-1.3.4), a theorem in ([60], pp. 914) could be applied.

Theorem 4.3.3 [Wheeler]

$$
\exists \text { a constant } C \text { such that if } u \in W^{2, \infty}[0,1] \text {, }
$$

then

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{0} \leq \mathrm{Ch}^{2}\left\|u^{\prime \prime}\right\|_{W^{0}, \infty} \tag{4.3.3}
\end{equation*}
$$

(cf. Section 3.2)

From theorem 4.3.1 to theorem 4.3.3, we have shown that, the order of accuracy in the error $u-u_{h}$ in different norms are: $\|\cdot\|_{A}: O(h), \quad\|\cdot\|_{0}: O\left(h^{2}\right)$ and $\|\cdot\|_{L_{\infty}[0,1]}: O\left(h^{2}\right)$.
4.4. A Generalization of the Peano Kernel Theorem

By a generalization of the Peano kernel theorem, we are able to establish error bounds for the Global Superconvergence.

Theorem 4.4.1 (Generalized Peano Kernel Theorem)
Suppose $E: H_{0}^{k}[0,1] \rightarrow R$ has the property that
(4.4.1) $E(u)=0 \quad$ if $u(t)=t(1-t) p(t) \quad \forall p \in \mathcal{P}^{m}$

Then there exists a $K_{m+1}$ such that

$$
\begin{equation*}
E(u)=\int_{0}^{1} K_{m+1}(t) u^{(m+1)}(t) d t \tag{4.4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
u^{(m+1)}=\frac{d^{m+1}}{d t^{m+1}} \frac{u(t)}{t(1-t)} \tag{4.4.3}
\end{equation*}
$$

Furthermore, the generalized Peano kernel has the form :

$$
\begin{equation*}
K_{m+1}(t)=E\left(u_{t}\right) \tag{4.4.4}
\end{equation*}
$$

where
(4.4.5)

$$
u_{t}(\tau)=\frac{(\tau-t)_{+}^{m}}{m!} \tau(1-\tau)
$$

Proof :
By Riesz's representation theorem, there exists a $\stackrel{\circ}{K}$ such that

$$
\begin{equation*}
E(u)=\int_{0}^{1} \stackrel{o}{K}(t) u(t) d t \tag{4.4.6}
\end{equation*}
$$

Let $K_{0}=t(1-t) \stackrel{\circ}{K}$ and $u^{(0)}=\frac{u(t)}{t(1-t)}$, then (4.4.6) can be written as

$$
\begin{equation*}
E(u)=\int_{0}^{1} K_{0}(t) u^{(0)}(t) d t \tag{4.4.7}
\end{equation*}
$$

Define

Then since

$$
K_{1}(t)=-\int_{0}^{t} K_{0}(\tau) d \tau
$$

$$
u^{(1)}(t)=\frac{d}{d t} u^{(0)}(t)
$$

we have

$$
\begin{equation*}
E(u)=\left[-K_{1}(t) u^{(0)}(t)\right]_{0}^{1}+\int_{0}^{1} K_{1}(t) u^{(1)}(t) d t \tag{4.4.8}
\end{equation*}
$$

Take $u(t)=t(1-t)$, then $u^{(0)}=1, u^{(1)}=0$, and from (4.4.1), $E(u)=0$; these with $K_{1}(0)=0$ give us $K_{1}(1)=0$. Thus

$$
\begin{equation*}
E(u)=\int_{0}^{1} K_{1}(t) u^{(1)}(t) d t \tag{4.4.9}
\end{equation*}
$$

Assume that we have, for some $1 \leq s \leq m$,

$$
\begin{equation*}
E(u)=\int_{0}^{1} K_{s}(t) u^{(s)}(t) d t \tag{4.4.10}
\end{equation*}
$$

Define

$$
K_{s+1}(t)=-\int_{0}^{t} K_{s}(\tau) d \tau
$$

Then since

$$
u^{(s+1)}(t)=\frac{d}{d t} u^{(s)}(t)
$$

and by integration by parts, we have

$$
E(u)=\left[-K_{s+1}(t) u^{(s)}(t)\right]_{0}^{1}+\int_{0}^{1} K_{s+1}(t) u^{(s+1)}(t) d t
$$

Take $u(t)=t(1-t) \frac{t^{s}}{s!}$, then from (4.4.1), $E(u)=0$. We also have $u^{(s+1)}(t)=0$ and $K_{s+1}(0)=0$, these give $K_{s+1}(1)=0$ and hence

$$
E(u)=\int_{0}^{1} K_{s+1}(t) u^{(s+1)}(t) d t
$$

The function $K_{s+1}(t), 1 \leq s \leq m$, is a generalized Peano kernel function.

To evaluate $K_{S+1}$, we want

$$
\begin{equation*}
u^{(s+1)}(\tau)=\delta_{t}(\tau) \tag{4.4.11}
\end{equation*}
$$

so we take $u=u_{t}$, where $u_{t}$ is defined as

$$
\begin{equation*}
u_{t}(\tau)=\frac{(\tau-t)_{+}^{s}}{s!} \tau(1-\tau) \tag{4.4.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
K_{s+1}(t)=E\left(u_{t}\right) \tag{4.4.13}
\end{equation*}
$$

This completes the proof.

We shall, in the following Lemma, establish conditions on $u$ to ensure the existence of $u^{(s+1)}$. We shall define

$$
c_{0}^{\mathrm{k}}[0,1]=\left\{u \in \mathcal{C}^{\mathrm{k}}[0,1] \mid \mathrm{u}(0)=\mathrm{u}(1)=0\right\}
$$

Lemma 4.4.1
(i) If $u \in C_{0}^{1}[0,1]$, then $u^{(0)} \in C^{0}[0,1]$.
(ii), If $u \in C_{0}^{2}[0,1]$, then $u^{(1)} \in C^{0}[0,1]$.
(iii) If $u \in C_{0}^{3}[0,1]$, then $u^{(2)} \in \mathcal{C}^{0}[0,1]$.

Proof :
It is clear that (i) - (iii) are valid for $t \in(0,1)$. We
shall show that the derivatives exist at $t=0,1$ for the three cases.
(i) If $u \in \mathcal{C}^{l}[0,1]$, then we have

$$
u(t)=t u^{\prime}(0)+t \cdot o(1)
$$

Let

$$
\frac{1}{t(1-t)}=\frac{1}{t}(1+t+t \cdot o(1))
$$

Then

$$
u^{(0)}(t)=\frac{u(t)}{t(1-t)}=u^{\prime}(0)+o(1)
$$

Thus we have $u^{(0)}(0)=u^{\prime}(0)$.
Similarly, we have $u^{(0)}(1)=-u^{\prime}(1)$.
(ii) If $u \in C^{2}[0,1]$, then we have

$$
u(t)=t u^{\prime}(0)+\frac{t^{2}}{2} u^{\prime \prime}(0)+t^{2} \cdot o(1)
$$

Let

$$
\frac{1}{t(1-t)}=\frac{1}{t}\left(1+t+\frac{t^{2}}{2}+t^{2} \cdot o(1)\right)
$$

Then we have $u^{(0)}(t)=(1+t) u^{\prime}(0)+\frac{t}{2} u^{\prime \prime}(0)+t \cdot 0(1)$

Thus

$$
u^{(1)}(0)=\frac{1}{2} u^{\prime \prime}(0)+u^{\prime}(0)
$$

Similarly we have $u^{(1)}(1)=\frac{1}{2} u^{\prime \prime}(1)-u^{\prime}(1)$
(iii) If $u \in \mathcal{C}^{3}[0,1]$, then we have

$$
u(t)=t u^{\prime}(0)+\frac{t^{2}}{2} u^{\prime \prime}(0)+\frac{t^{3}}{6} u^{m}(0)+t^{3} \cdot o(1)
$$

Let $\quad \frac{1}{t(1-t)}=\frac{1}{t}\left(1+t+\frac{t^{2}}{2} u^{\prime \prime}(0)+\frac{t^{3}}{6} u^{\prime \prime \prime}(0)+t^{3} \cdot o(1)\right)$
Then we have $u^{(0)}(t)=u^{\prime}(0)\left(1+t+t^{2}\right)+u^{\prime \prime}(0) \frac{t(1-t)}{2}+u^{\prime \prime \prime}(0) \frac{t^{2}}{6}+t^{2} \cdot 0(1)$ and hence
$u^{(2)}(0)=2 u^{\prime}(0)+u^{\prime \prime}(0)+\frac{1}{3} u^{\prime \prime \prime}(0)$.
Similarly
$u^{(2)(1)}=-2 u^{\prime}(1)+u^{\prime \prime}(1)-\frac{1}{3} u^{m}(1)$.
4.5. The Rate of Convergence of the Global Superconvergence

The global superconvergence $S=Q \cdot R_{h}$ has the property

$$
\begin{equation*}
S(\mathrm{p})=\mathrm{p} \quad \forall \mathrm{p} \in \rho_{0}^{\mathrm{m}+2} \quad \mathrm{~m} \geq 0 \tag{4.5.1}
\end{equation*}
$$

Each $p \in \mathcal{\rho}_{0}^{m+2}$ can be written as

$$
\begin{equation*}
p(t)=t(1-t) p^{*}(t) \quad p^{*} \in \rho^{m} \tag{4.5.2}
\end{equation*}
$$

From Section 4.4 , for each $\xi \in[0,1]$, the error functional $E(\xi, \cdot): H_{0}^{m+2}[0,1] \rightarrow R, E(\xi, u)=u(\xi)-s(\xi)$, has a representation form

$$
\begin{equation*}
E(\xi, u)=\int_{0}^{1} K_{m+1}(\xi, t) u^{(m+1)}(t) d t \tag{4.5.3}
\end{equation*}
$$

Similar to Section 2.2, we define, for each $u \in H_{0}^{\mathrm{m}+2}[0,1]$,

$$
\begin{equation*}
e(\xi)=E(\xi, u) \tag{4.5.4}
\end{equation*}
$$

Following Section 4.1, we have, for $p, q \geq 1$, s.t. $\frac{1}{p}+\frac{1}{q}=1$,

$$
\begin{equation*}
\|e\|_{L_{s}[0,1]} \leqslant\left\|u^{(m+1)}\right\|_{L_{p}[0,1]} \cdot k_{q, s} \tag{4.5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{\mathrm{q}, \mathrm{~s}}=\left(\int_{0}^{1}\left(\int_{0}^{1}\left|K_{\mathrm{m}+1}(\xi, \mathrm{t})\right|^{\mathrm{q}} \mathrm{dt}\right)^{\mathrm{s} / \mathrm{q}} \mathrm{~d} \xi\right)^{1 / \mathrm{s}} \tag{4.5.6}
\end{equation*}
$$

From Section 4.4, the kernel function $K_{m+1}(\xi, t)$ is of the form $K_{m+1}(\xi, t)=E\left(\xi, u_{t}\right)$ where $u_{t}(\tau)=\frac{(\tau-t)_{+}^{m}}{m!} \tau(1-\tau)$. The analytical solution of $K_{m+1}$ is rather difficult to obtain. However, in Section 6.2 , we shall evaluate, in particular, $K_{2}(\xi, t)$ numerically
and then compute the quantities $k_{\infty, \infty}$ and $k_{1, \infty}$ to obtain the error bounds

$$
\left\{\begin{array}{l}
\|\mathrm{e}\|_{L_{\infty}[0,1]} \leq\left\|_{u^{(2)}}\right\|_{L_{1}[0,1]^{\cdot k_{\infty}, \infty}} \\
\|\mathrm{e}\|_{L_{\infty}[0,1]} \leq\left\|_{u^{(2)}}\right\|_{L_{\infty}[0,1]} \cdot k_{1, \infty}
\end{array}\right.
$$

Thus the rate of convergence of the global superconvergence can be approximated.

### 4.6. The Effects of Quadrature Errors on the RRG Solution

In this section, we shall discuss the effects of quadrature errors on the RRG solution of (1.3.3) , for simplicity, with homogeneous (1.3.4).

From Section 2.1 , the RRG solution $u_{h}$ is obtained by solving the linear system

$$
\begin{equation*}
M a=f \tag{4.6.1}
\end{equation*}
$$

Our discussion will be concentrated on the following cases:
(i) When $f$ is approximated by the quadrature schemes in 2.2 b alone.
(ii) When $M$ is approximated by the quadrature schemes in $2.2 c$ and 2.2d alone.
(iii) When both $f$ and $M$ are approximated by the quadrature schemes in 2.2 b and (2.2c -2.2 d ) respectively.

For the case when $f$ alone is approximated by quadrature rules, then we have a new linear system

$$
\begin{equation*}
M \hat{a}=\hat{f} \tag{4.6.2}
\end{equation*}
$$

and the solution of (4.6.2) gives us an approximation

$$
\begin{equation*}
\hat{u}_{h}=\sum_{i=1}^{n-1} \hat{a}_{i} \phi_{i} \tag{4.6.3}
\end{equation*}
$$

We shall discuss the choice of quadrature schemes for a given sequence of spline subspaces $\left\{S_{h_{i}, 0}^{1,0}\right\}_{i=1}^{\infty}$ of. $H_{0}^{1}[0,1]$ so that the theoretical approximations $\left\{u_{h_{i}}\right\}_{i=1}^{\infty}$, determined successively from (4.6.1), and the approximations $\left\{\hat{u}_{h_{i}}\right\}_{i=1}^{\infty}$, determined successively from (4.6.3), have a general order of accuracy.

Let
(4.6.4) $I_{i}(f)=f_{i}=\int_{0}^{1} f(x) \phi_{i}(x) d x \quad 1 \leq i \leq n-1$.

We associate with the subspace $S_{h, 0}^{1,0}$ a set of quadrature rules $\left\{Q_{i}\right\}_{i=1}^{n-1}$ which is to approximate $\left\{I_{i}\right\}_{i=1}^{n-1}$.

Let
$(4.6 .5) \quad \hat{f}_{i}=Q_{i}(f)=\sum_{j=0}^{n^{\prime}} c_{j} f\left(x_{j}^{\prime}\right)$
as the approximation of $f_{i}$ in (4.6.4).

It can be easily verified that the quadratic form $y^{T M y}$ can be
expressed in terms of the norm $\|\cdot\|_{\mathrm{A}}$ as follow

$$
\begin{equation*}
y^{\mathrm{T}} \mathrm{My}=\left\|\sum_{i=1}^{\mathrm{n}-1} y_{i} \phi_{i}\right\|_{\mathrm{A}}^{2} \tag{4.6.6}
\end{equation*}
$$

Subtracting (4.6.2) from (4.6.1), we have

$$
\begin{equation*}
M(a-\hat{a})=f-\hat{f} \tag{4.6.7}
\end{equation*}
$$

Then by multiplying both sides by $(a-\hat{a})^{T}$ and using (4.6.6), we have

$$
\begin{equation*}
(a-\hat{a})^{T} M(a-\hat{a})=\left\|u_{h}-\hat{u}_{h}\right\|_{A}^{2}=(a-\hat{a})^{T}(f-\hat{f}) \tag{4.6.8}
\end{equation*}
$$

Up to this point the discussion is similar to [34] ; what is different is the form of the quadrature rules. In [34] Herbold, Schultz and Varga considered the quadrature rule $H_{i}$ for $I_{i}$ of the form

$$
\begin{equation*}
H_{i}(f)=\sum_{j=0}^{n^{0}} \sigma_{i}\left(x_{j}^{\prime}\right) \tag{4.6.9}
\end{equation*}
$$

where $\sigma_{i}=f \phi_{i}$
i.e. their quadrature rules take on the values of $f \phi_{i}$ at the selected points. The following works will show the quadrature rules which we are employing have the following advantages over the quadrature rules of the form (4.6.9) .
(i) The bound for $\left\|u_{h}-\hat{u}_{h}\right\|_{A}$ is easy to obtain.
(ii) The order of accuracy for the bound of $\left\|u_{h}-\hat{u}_{h}\right\|_{A}$ is higher.

Let
(4.6.10) $\quad\left\{\begin{aligned} e & =a-\hat{a} & & i=1, \cdots, n-1 \\ E_{i} & =I_{i}-Q_{i} & & i=1, \cdots, n-1 \\ E & =\left(E_{1}, \cdots, E_{n-1}\right) & & \end{aligned}\right.$

Then we have, from (4.6.4) and (4.6.5),

$$
\begin{equation*}
E_{i}(f)=\int_{0}^{1} f(x) \phi_{i}(x) d x-\sum_{j=0}^{n^{\prime}} c_{j} f\left(x_{j}^{\prime}\right) \tag{4.6.11}
\end{equation*}
$$

and the last quantity in (4.6.8) can be written as
(4.6.12) $(a-\hat{a})^{T}(f-\hat{f})=\sum_{i=1}^{n-1}\left(a_{i}-\hat{a}_{i}\right)\left(I_{i}(f)-Q_{i}(f)\right)$
$=\sum_{i=1}^{n-1} e_{i} E_{i}(f)$
$=\sum_{i=1}^{n-1} E_{i}\left(f e_{i}\right)$
$=E \cdot f e$

Thus (4.6.8) is of the form

$$
\begin{equation*}
e^{T} M e=\left\|u_{h}-\hat{u}_{h}\right\|_{A}^{2}=E \cdot f e \tag{4.6.13}
\end{equation*}
$$

This equation will be used to obtain bounds for $\left\|u_{h}-\hat{u}_{h}\right\|_{A}$.
As we have done in Section 2.3, given a $f \in H^{m}[0,1]$, we could select a quadrature formula of the form (4.6.5) such that the quadrature errors of $f_{i}-\hat{f}_{i}$ satisfying
(4.6.14)

$$
\left|I_{i}(f)-Q_{i}(f)\right| \leq K_{r, i} \cdot h^{m_{r}} \cdot\left\|f^{[m]} \cdot\right\|_{L_{r}\left[x_{i-1}, x_{i+1}\right]}
$$

where $K_{r, i}$ is independent of $h$.
In particular, we have, from $2.2 b, m_{\infty}=m+1$ and $m_{2}=m+\frac{1}{2}$.

Theorem 4.6.1
Let $f \in H^{m}[0,1], u_{h}, \hat{u}_{h} \in S_{h, 0}^{1,0}$. If for $m \geq 1$, the linear functionals $Q_{i}$ defined in (4.6.5) satisfies (4.6.14), then we have, for $q \geq 2$,
(4.6.15)

$$
\left\|u_{h}-\hat{u}_{h}\right\|_{A} \leq 2^{1 / q} \cdot K_{q} \cdot\left\|f^{[m]}\right\|_{L_{q}[0,1]} \cdot h^{m_{q}+1 / q-1 / 2}
$$

In particular, we have
(4.6.16)

$$
\left\|u_{h}-\hat{u}_{h}\right\|_{A} \leq K_{\infty} \cdot\left\|f^{[m]}\right\|_{L \infty[0,1]^{\cdot h}} h^{m+1 / 2}
$$

(4.6.17)

$$
\left\|u_{h}-\hat{u}_{h}\right\|_{A} \leq 2^{1 / 2} \cdot K_{2} \cdot\left\|f^{[m]}\right\|_{L_{2}[0,1]^{\cdot h}} h^{m+1 / 2}
$$

Proof :
By applying the Hölder's inequality on (4.6.12), we have, for $p, q \geq 1$ with $\frac{1}{p}+\frac{1}{q}=1$.

$$
\begin{aligned}
E \cdot f e & =\sum_{i=1}^{n-1} E_{i} \cdot f e_{i} \\
& =\sum_{i=1}^{n-1} e_{i} \cdot E_{i} f \\
& =\left(\sum_{i=1}^{n-1}\left|e_{i}\right|^{p}\right)^{1 / p}\left(\sum_{i=1}^{n-1}\left|E_{i} f\right|^{q}\right)^{1 / q} \\
& \leq\|e\|_{\ell_{p}} \cdot\left(\sum_{i=1}^{n-1}\left[h^{m} q^{m} K_{q, i} \cdot\left\|f^{[m]}\right\|_{L_{q}\left[x_{i-1}, x_{i+1}\right]}\right]^{q}\right)^{1 / q}
\end{aligned}
$$

Since $Q_{i}, 1 \leq i \leq n-1$, are identical, (cf. $2.2 b$ ), we have $K_{q i}=K_{q}, \quad 1 \leq i \leq n-1 \quad$ and

$$
\sum_{i=1}^{n-1}\left[K_{q, i}^{q} \cdot\left\|f^{[m]}\right\|_{L_{q}}^{q}\left[x_{i-1}, x_{i+1}\right]\right.
$$

$$
\begin{align*}
& =K_{q}^{q} \cdot \sum_{i=1}^{n-1} \int_{x_{i-1}}^{x_{i+1}}\left|f^{(m)}(x)\right|^{q} d x  \tag{4.6.19}\\
& \leq 2 K_{q}^{q} \cdot\left\|f^{[m]}\right\|_{L_{q}[0,1]}^{q}
\end{align*}
$$

Thus (4.6.18) becomes
(4.6.20) $\quad E \cdot f e \leq\|e\|_{\ell_{p}} \cdot h^{m_{q}} \cdot 2^{1 / q} \cdot K_{q} \cdot\left\|f^{[m]}\right\|_{L_{q}[0,1]}$

Define

$$
\begin{equation*}
\|e\|_{M}^{2}=e^{T} M e \tag{4.6.21}
\end{equation*}
$$

Since $M$ is positive definite, $\|\cdot\|_{M}$ is a norm on $R^{n-1}$ and is equivalent to $\|\cdot\|_{\ell p}$ (Young [63], pp.27). In particular, for $p \leq 2$, we have

$$
\begin{equation*}
\|e\|_{\ell_{p}} \leq\|e\|_{M} \cdot h^{1 / q-1 / 2} \tag{4.6.22}
\end{equation*}
$$

Then from (4.6.13), (4.6.20), (4.6.21) and (4.6.22), we have

$$
\left\|u_{h}-\hat{u}_{h}\right\|_{A} \leq 2^{1 / q} \cdot K_{q} \cdot\left\|f^{[m]}\right\|_{L_{q}[0,1]} \cdot h^{m_{q}+1 / q-1 / 2}
$$

This completes the proof.

Herbold, Schultz and Varga [34,pp.253] obtained $\left\|u-u_{h}\right\|_{A} \leq K \cdot h^{m-1}$, $m \geq 1$; compare this with (4.6.16), (4.6.16) has an order $O\left(h^{1 \cdot 5}\right)$ higher. We see from (4.6.15) that if we have a sequence $\left\{S_{h_{i}, 0}^{1,0}\right\}_{i=1}^{\infty}$ of finite dimensional subspaces of $H_{0}^{l}[0,1]$ such that $\quad \lim _{i \rightarrow \infty} h_{i}=0$ then if $m$, dependent only on $f$, satisfies $m \geq 0$, we evidently have

$$
\lim _{i \rightarrow \infty}\left\|u_{h}-\hat{u}_{h}\right\|_{A}=0
$$

This means that the quadrature errors, introduced by computing $\hat{u}_{h}$ rather than $u_{h}$, tends to zero with $i$. These errors may or may not be small relative to $\left\|u-u_{h}\right\|_{A}$. Following [34], we have the following definition :

## Definition 4.6.1

The choice of quadrature rules in (4.6.5) is said to be consistent in the norm $\|\cdot\|_{N}$ if the order of $\left\|u-\hat{u}_{h}\right\|_{N}$ is of the same order with $\left\|u-u_{h}\right\|_{N}$.i.e. $\exists K_{4}$. if

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{N} \leq K_{3} \cdot h^{\ell} \tag{4.6.23}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|u_{h}-\hat{u}_{h}\right\|_{N} \leq K_{4} \cdot h^{\ell} \tag{4.6.24}
\end{equation*}
$$

where $K_{3}, K_{4}$ and $\ell$ are positive constants, which are independent of $h$. With the triangle inequality, the bounds of (4.6.23) for the norm $\|\cdot\| \|_{A}$ and the result of Theorem 4.6.1, it follows that
(4.6.25)

$$
\begin{aligned}
\left\|u-\hat{u}_{h}\right\|_{A} & \leq\left\|u-u_{h}\right\|_{A}+\left\|u_{h}-\hat{u}_{h}\right\|_{A} \\
& \leq K_{5} \cdot h^{\ell}+2^{1 / q} \cdot K_{q} \cdot\left\|f^{[m]}\right\|_{L_{q}[0,1]} \cdot h^{m_{q}+1 / q-1 / 2}
\end{aligned}
$$

It follows that $\mathrm{m}_{\mathrm{q}}+1 / \mathrm{q}-1 / 2 \geq \ell$ gives a consistent choice of quadratures in (4.6.15) in the norm $\|\cdot\|_{A}$ which preserves the asymptotic accuracy of (4.6.23) in this norm.

As we notice from Theorem 4.3.1, for sufficiently small $h, K_{5}$ is independent of $h$, and $\ell=1$, thus $m_{\infty} \geq \frac{3}{2}$, equivalently $m \geq \frac{1}{2}$, will give a consistent choice of quadrature in (4.6.16) in the norm $\|\cdot\|_{\text {A }} \quad$ Thus an 1 -exact quadrature in Section 2.2 is good for a consistent quadrature.

Now we consider the case when we apply quadrature rules on $M$ and compute $f$ exactly. In this case, we have a different linear system

$$
\begin{equation*}
\tilde{M} \tilde{\mathrm{a}}=f \tag{4.6.26}
\end{equation*}
$$

The solution of (4.6.26) will give us an approximation

$$
\begin{equation*}
\tilde{u}_{h}=\sum_{i=1}^{n-1} \tilde{a}_{i} \phi_{i} \tag{4.6.27}
\end{equation*}
$$

Let

$$
\left\{\begin{array}{l}
\tilde{e}=a-\tilde{a}  \tag{4.6.28}\\
\delta M=M-\tilde{M}
\end{array}\right.
$$

then from (4.6.1), (4.6.26) and (4.6.28), we have
(4.6.29)

$$
(M-\delta M)(a-\widetilde{e})=M a
$$

After neglecting the term $\delta M \cdot \widetilde{e}$ in (4.6.29), we have

$$
(\delta M) a+M \widetilde{e}=0
$$

Thus

$$
\begin{equation*}
\tilde{\mathrm{e}}=-M^{-1}(\delta M) \mathrm{a} \tag{4.6.30}
\end{equation*}
$$

and for $q \geq 2$ 。

$$
\begin{equation*}
\|\tilde{\mathrm{e}}\|_{\ell_{q}} \leq\left\|M^{-1}\right\|_{s} \cdot\|\delta M\|_{S} \cdot\|a\|_{\ell_{2}} \cdot h^{1 / q-1 / 2} \tag{4.6.31}
\end{equation*}
$$

where $\|\cdot\|_{s}$ is the spectral norm. For symmetric and positive definite $M$, (4.6.32)

$$
\|\mathrm{M}\|_{\mathrm{s}}=\lambda_{\max }
$$

where $\lambda_{\max }$ is the largest eigenvalue of $M$.

$$
\text { If } p \in H^{m_{1}}[0,1] \text { and } q \in H^{m_{2}}[0,1] \text {, we could select }
$$ quadratures (cf. Section 2.2c and 2.2d)

such that
(4.6.33) $\quad\left\{\begin{array}{l}(\delta M)_{i-1, i} \leq K_{6} h^{m_{1 q}}+K_{7} h^{m_{2 q}} \\ (\delta M)_{i, i} \leq K_{8} h^{m_{1 q}}+K_{9 h}{ }^{m_{2 q}} \\ (\delta M)_{i, i+1} \leq K_{6} h^{m_{1 q} q}+K_{7} h^{m_{2 q}}\end{array}\right.$
where $K_{6}, K_{7}, K_{8}$ and $K_{9}$ are independent of $h$. Note that $(\delta M)_{i, j}=0$ if $|j-i|>1$. Thus there exists a constant $K_{10}$ which is
independent of $h$, for sufficiently small $h$, such that

$$
\begin{equation*}
(\delta M)_{i, j} \leq K_{10} \cdot h^{\min \left(m_{1 q}, m_{2 q}\right)} \tag{4.6.34}
\end{equation*}
$$

Then, there is a $K_{11}$, which is independent of $h$ for sufficiently sma11 $h$, such that

$$
\begin{equation*}
\|\delta M\|_{S} \leq K_{11} \cdot h^{\min \left(m_{1 q}, m_{2 q}\right)} \tag{4.6.35}
\end{equation*}
$$

By multiplying $M^{-1}$ on both sides of (4.6.1), we have

$$
a=M^{-1} f
$$

and

$$
\begin{equation*}
\|a\|_{\ell_{2}} \leq\left\|M^{-1}\right\|_{s}\|f\|_{\ell_{2}} \tag{4.6.36}
\end{equation*}
$$

From (4.6.35) and (4.6.36), (4.6.31) becomes
(4.6.37) $\quad\|\tilde{e}\|_{\ell_{q}} \leq\left\|M^{-1}\right\|_{s}^{2} \cdot\|f\|_{\ell_{2}} \cdot K_{11} \cdot h^{\min \left(m_{1 q}, m_{2 q}\right)+1 / q-1 / 2}$

To evaluate $\left\|M^{-1}\right\|_{s}$, we shall consider first the case when $p$ and $q$ are both constants. For this case, $M$ is given in Section 2.1. The eigenvalues and the corresponding eigenvectors of $M$ is
$(4.6 .38)\left\{\begin{array}{l}u_{k}(i)=\sin \pi \frac{i}{n} \quad 1 \leq k \leq n-1 \\ \lambda_{k}=2 \cdot \frac{p_{1}}{h}\left[1-\cos \frac{\pi k}{n}\right]+\frac{2 q h}{6}\left[\cos \frac{\pi k}{n}+2\right]\end{array}\right.$
where $1 \leq i \leq n-1$ denote the $i^{\text {th }}$ component of $u_{k}$.

For $h<\sqrt{6 p / q}$, we have

$$
\lambda_{\min }=\frac{2 p}{h}+\frac{4 q h}{6}+\left(-\frac{2 p}{h}+\frac{2 q h}{6}\right) \cos \frac{\pi}{n}
$$

$$
\begin{equation*}
\lambda_{\max }=\frac{2 p}{h}+\frac{4 q h}{6}+\left(-\frac{2 p}{h}+\frac{2 q h}{6}\right) \cos \frac{(n-1) \pi}{n} \tag{4.6.39}
\end{equation*}
$$

For large n , equivalently small h , we have

$$
\begin{align*}
& \lambda_{\min } \simeq p \pi^{2} h-\frac{\pi^{2} q}{6} h^{3} \simeq p \pi^{2} h \\
& \lambda_{\max } \simeq \frac{4 p}{h}+h\left[\frac{2 q}{6}-p \pi^{2}\right]+h^{3}\left[\frac{q \pi^{2}}{6}\right] \simeq \frac{4 p}{h} \tag{4.6.40}
\end{align*}
$$

The maximum eigenvalue for $M^{-1}$ is $\frac{1}{\lambda_{\min }}$, thus we have

$$
\begin{equation*}
\left\|M^{-1}\right\|_{s}=\frac{1}{\lambda_{\min }} \simeq \frac{1}{\mathrm{p}^{2}} \mathrm{~h}^{-1} \tag{4.6.41}
\end{equation*}
$$

For general $p(x)$ and $q(x)$, by the Sturm comparison theorem [6, pp.290], the minimum eigenvalue of $L$ in (1.3.3) is greater that the minimum eigenvalue of $L^{\prime}=p_{\min } u^{\prime \prime}+\left(\lambda-q_{\min }\right) u^{\prime}$, thus we have

$$
\begin{equation*}
\lambda_{\min } \geq \mathrm{p}_{\min } \pi^{2} \mathrm{~h} \tag{4.6.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|M^{-1}\right\|_{S} \leq \frac{1}{p_{\min \pi^{2}}} h^{-1} \tag{4.6.43}
\end{equation*}
$$

By substituting (4.6.43) into (4.6.37), we have

$$
\begin{equation*}
\|\tilde{e}\|_{\ell q} \leq \frac{K_{11}}{p_{\min }^{2} \pi^{4}}\|f\|_{\ell_{2}} \cdot h^{\min \left(m_{l q}, m_{2 q}\right)-5 / 2+1 / q} \tag{4.6.44}
\end{equation*}
$$

From the definition of $f_{i}$, we easily obtain
(4.6.45) $\quad\|f\|_{\ell_{2}} \leq \frac{2}{\sqrt{3}} \cdot h^{1 / 2} \cdot\|f\|_{L_{2}[0,1]}$

Substituting (4.6.45) into (4.6.44), we have
(4.6.46) $\|\widetilde{e}\|_{\ell_{q}} \leq \frac{2 K_{11}}{p_{\min \pi^{4}}^{2}} \cdot \frac{1}{\sqrt{3}} \cdot h^{\min \left(m_{1 q}, m_{2 q}\right)+1 / q-2} \cdot\|f\|_{L_{2}[0,1]}$

Up to this step, it is not hard to obtain bounds for $\left\|u_{h}-\tilde{u}_{h}\right\|_{A}$. We observe that, for $p, q \geq 1$ with $\frac{1}{p}+\frac{1}{q}=1$,
(4.6.47) $\left\|u_{h}-\tilde{u}_{h}\right\|_{0}^{2}=\int_{0}^{1}\left(u_{h}-\tilde{u}_{h}\right)^{2}(x) d x$

$$
=\int_{0}^{1}\left[\sum_{i=1}^{n-1} \tilde{e}_{i} \phi_{i}(x)\right]^{2} d x
$$

$$
\leq \int_{0}^{1}\|\widetilde{e}\|_{\ell_{q}}^{2}\left\|\phi_{i}(x)\right\|_{\ell_{p}}^{2} d x
$$

$$
=\|\widetilde{e}\|_{\ell_{q}}^{2} \cdot\left(\int_{0}^{1}\left[\sum_{i=1}^{n-1}\left|\phi_{i}(x)\right|^{p}\right]^{2 / p} d x\right)
$$

$$
\leq\|\widetilde{\mathrm{e}}\|_{\ell_{\mathrm{q}}}^{2} \cdot \mathrm{~h}^{-2 / \mathrm{p}}
$$

(4.6.48) $\left\|u_{h}^{\prime}-\tilde{u}_{h}^{\prime}\right\|_{0}^{2}=\int_{0}^{1}\left(u_{h}^{\prime}-\hat{u}_{h}^{\prime}\right)^{2}(x) d x$

$$
\begin{aligned}
& =\int_{0}^{1}\left[\sum_{i=1}^{n-1} \widetilde{\mathrm{e}}_{i} \phi_{i}^{\prime}(x)\right]^{2} \mathrm{dx} \\
& \leq \int_{0}^{1}\|\widetilde{\mathrm{e}}\|_{\ell_{\mathrm{q}}}^{2} \cdot\left\|\phi_{i}^{\prime}(x)\right\|_{\ell_{p}}^{2} \mathrm{dx} \\
& =\|\tilde{\mathrm{e}}\|_{\ell_{\mathrm{q}}}^{2} \cdot\left(\int_{0}^{1}\left[\sum_{i=1}^{n-1}\left|\phi_{i}^{\prime}(x)\right|^{\mathrm{p}}\right]^{2 / \mathrm{p}} \mathrm{~d} x\right) \\
& \leq\|\tilde{\mathrm{e}}\|_{\ell_{\mathrm{q}}}^{2} \cdot\left(\frac{2}{\mathrm{~h}}\right)^{2}
\end{aligned}
$$

By using (4.6.47) and (4.6.48), we have

$$
\begin{equation*}
\left\|u_{h}-\tilde{u}_{h}\right\|_{A} \leq\left(h^{-2 / p_{+}} 4 h^{-2}\right)^{1 / 2} \cdot\|\widetilde{e}\|_{q} \tag{4.6.49}
\end{equation*}
$$

Then from (4.6.46), we have
(4.6.50)

$$
\begin{aligned}
\left\|u_{h}-\tilde{u}_{h}\right\|_{A} & \leq \frac{2 K_{11}}{P_{\min \pi^{4}}^{2}} \cdot \frac{1}{\sqrt{ } 3} \cdot\left(h^{-2 / p}+4 h^{-2}\right)^{1 / 2} \\
& \left.\cdot h^{\min \left(m_{1}\right.}, m_{2}\right)-2+1 / q \cdot\|f\|_{L_{2}}[0,1]
\end{aligned}
$$

In particular,
(i) when $p=1$ and $q=\infty$, we have

$$
m_{1, \infty}=m_{1}+1, m_{2, \infty}=m_{2}+1
$$

and

$$
\begin{equation*}
\left\|u_{h}-\tilde{u}_{h}\right\|_{A} \leq \frac{2 K_{11}}{p_{\min }^{2} \pi^{4}} \cdot\left(\frac{5}{3}\right)^{I / 2} \cdot h^{\min \left(m_{1}, m_{2}\right)^{-2}} \cdot\|f\|_{L_{2}[0,1]} \tag{4.6.51}
\end{equation*}
$$

(ii) when $p=2$ and $q=2$, we have

$$
m_{1,2}=m_{1}+\frac{1}{2}, \quad m_{2,2}=m_{2}+\frac{1}{2}
$$

and

$$
\begin{equation*}
\left\|u_{h}-\widetilde{u}_{h}\right\|_{A} \leq \frac{2 K_{11}}{p_{\min }^{2} \pi^{4}} \cdot \frac{1}{\sqrt{3}} \cdot(h+4)^{1 / 2} \cdot h^{\min \left(m_{1}, m_{2}\right)-2} \cdot\|f\|_{L_{2}[0,1]} \tag{4.6.52}
\end{equation*}
$$

Consider (4.6.51), it shows that $\min \left(m_{1}, m_{2}\right)-2 \geq \ell$ will give a consistent choice of quadratures in the norm $\|\cdot\|_{N}$ in (4.6.23). For $l=1$ (w.r.t. $\|\cdot\|_{A}$ ) we need $\min \left(m_{1}, m_{2}\right) \geq 3$. This shows that the quadratures in 2.2 c and 2.2 d are consistent in the energy norm $\|\cdot\|_{\mathrm{A}}$.

Now we shall consider the case when $M$ and $f$ are both approximated by quadratures. In this case, the linear system is

$$
\begin{equation*}
\tilde{M}_{a}^{*}=\hat{f} \tag{4.6.53}
\end{equation*}
$$

Let

$$
\left\{\begin{array}{l}
\delta M=M-\tilde{M}  \tag{4.6.54}\\
\stackrel{*}{e}=a-\stackrel{*}{a} \\
\delta f=f-\hat{f}
\end{array}\right.
$$

Then from (4.6.53) and (4.6.54), we have

$$
\begin{equation*}
(M-\delta M)(a-\stackrel{*}{e})=f-\delta f \tag{4.6.55}
\end{equation*}
$$

By expanding the left hand side of (4.6.55) and neglecting the term $\delta M \cdot{ }^{\star}$, we have

$$
\begin{equation*}
M e{ }_{e}^{*}+(\delta M) a=\delta f \tag{4.6.56}
\end{equation*}
$$

By multiplying $M^{-1}$ on both sides of $(4.6 .56)$, we have

$$
\stackrel{\star}{\mathbf{e}}=M^{-1} \cdot \delta f-M^{-1} \cdot \delta M \cdot a
$$

and, for $q \geq 2$
(4.6.57) $\|$ é $^{*} \|_{\ell_{q}} \leq\left(\left\|M^{-1}\right\|_{S}\|\delta f\|_{\ell_{2}}+\left\|M^{-1}\right\|_{s}\|\delta M\|_{s}\|a\|_{\ell_{2}}\right) \cdot h^{1 / q-1 / 2}$

$$
\leq\left(\left\|M^{-1}\right\|_{s}\|\delta f\|_{\ell_{2}}+\left\|M^{-1}\right\|_{s}^{2}\|\delta M\|_{s}\|f\|_{\ell_{2}}\right) \cdot h^{1 / q-1 / 2}
$$

From (4.6.14) and (4.6.19), we have
(4.6.58) $\|\delta f\|_{\ell_{2}} \leq 2^{1 / 2} \cdot K_{2} \cdot \| f^{[m]_{L_{2}}[0,1]} \cdot^{m+1 / 2}$

From (4.6.35), (4.6.43), (4.6.45) and (4.6.57), (4.6.58) becomes
(4.6.59) $\left\|{ }^{*}\right\|_{l_{q}} \leq \frac{\sqrt{2}}{p_{\min }{ }^{\pi}} \cdot K_{2}\left\|f^{[m]}\right\|_{L_{2}[0,1]} \cdot h^{m+1 / q-1}$

$$
\begin{aligned}
& +\frac{2}{\sqrt{3} p_{\min }^{2} \pi^{4}} \cdot K_{11} \cdot\|f\|_{L_{2}[0,1]} \cdot h^{\min \left(m_{1 q}, m_{2 q}\right)-2+1 / q} \\
& \left.=K_{14} \cdot h^{m+1 / q-1}+K_{15} \cdot h^{\min \left(m_{1}\right.}{ }^{, m^{m_{2}}}{ }^{\prime}\right)-2+1 / q
\end{aligned}
$$

where $K_{14}$ and $K_{15}$ are constants independent of $h$ for sufficiently small h 。

Then from (4.6.49), we could have

$$
\begin{align*}
\left\|u_{h}-\stackrel{u}{h}^{*}\right\|_{A} & \leq\left(h^{-2 / p}+4 h^{-2}\right)^{1 / 2} \cdot\| \|_{\mathrm{e}}^{*} \|_{\ell_{q}}  \tag{4.6.60}\\
& \leq\left(h^{-2 / p}+4 h^{-2}\right)^{1 / 2}\left(K_{14} \cdot h^{m+1 / q-1}+K_{15} \cdot h^{\min \left(m_{1}\right.}, m_{2}\right)-2+(1 / q)
\end{align*}
$$

In particular,
(i) If $p=1$ and $q=\infty$, we have, if $f \in H^{m}, p \in H^{m_{1}}$ and $q \in H^{\mathrm{m}_{2}}$,

$$
\begin{align*}
\left\|u_{h}-\stackrel{u}{u}^{*}\right\|_{A} & \leq \sqrt{ } 5\left(\mathrm{~K}_{14} \cdot \mathrm{~h}^{\mathrm{m}-2}+\mathrm{K}_{15} \cdot \mathrm{~h}^{\min \left(\mathrm{m}_{1}, \mathrm{~m}_{2}\right)-2}\right)  \tag{4.6.61}\\
& =\mathrm{K}_{16} \cdot \mathrm{~h}^{\min \left(\mathrm{m}, \mathrm{~m}_{1}, \mathrm{~m}_{2}\right)-2}
\end{align*}
$$

where $K_{16}$ is independent of $h$ when $h$ is sufficiently small.
(ii) If $p=2$ and $q=2$, we have, if $f \in H^{m}, p \in H^{m}$ and $q \in H^{m_{2}}$,
(4.6.62) $\left\|u_{h}-\stackrel{*}{u}_{\mathrm{h}}\right\|_{\mathrm{A}} \leq(\mathrm{h}+4)^{1 / 2} \cdot\left(\mathrm{~K}_{14} \cdot \mathrm{~h}^{\mathrm{m}-\frac{3}{2}}+\mathrm{K}_{15} \cdot \mathrm{~h}^{\min \left(\mathrm{m}_{1}, \mathrm{~m}_{2}\right)-2}\right)$

$$
=\mathrm{K}_{17} \cdot \mathrm{~h}^{\min \left(\mathrm{m}+1 / 2, \mathrm{~m}_{1}, \mathrm{~m}_{2}\right)-2}
$$

where $K_{17}$ is independent of $h$ when $h$ is sufficiently small.

Consider (4.6.61), $\min \left(m, m_{1}, m_{2}\right)-2 \leq \ell$ will gives a consistent choice of quadratures. Since $l=1$ for $\|\cdot\|_{A}$, we need $\min \left(m, m_{1}, m_{2}\right) \geq 3$ i.e. $m \geq 3, m_{1} \geq 3, m_{2} \geq 3$, these show that the 3 -exact quadrature rules in Sections $2.2 \mathrm{a}, 2.2 \mathrm{~b}$ and 2.2 c are consistent in $\|\cdot\|_{\mathrm{A}}$.

## CHAPTER 5

## AL.GORITHMS FOR SOLVING THE LARGE LINEAR SYSTEMS

5.1. LU Decomposition (Gaussian Elimination Method)

We have shown that, the solution of (1.3.3)-(1.3.4) by the linear finite element method is obtained by solving the large linear system (2.1.10)), which is $M a=F$. The matrix $M$ has been shown to be symmetric, positive-definite and tridiagonal. These special characteristics of $M$ will ensure that the solution of the system by Gaussian elimination method, also called LU decomposition, without row exchanges is not only possible but also numerically stable ([56, pp.36]). By the Gaussian elimination method, the matrix $M$ is factorized into the product $M=L U$, where $L$ is an lower bidiagonal matrix with unit diagonal elements and $U$ is an upper bidiagonal matrix. The linear system (2.1.10) is converted to an equivalent system $U a=F^{\prime}$, where $F^{\prime}=L^{-1} F$. Thus $a=U^{-1} F^{\prime}=U^{-1} L^{-1} F$. If $M$ is symmetric, it can be easily verified that $M=L^{T}$, where $D$ is the diagonal matrix which consists of the diagonal elements of $U$. For a tridiagonal matrix, the entries of $L$ and $D$ satisfy the recursion $: d_{i}=M_{i, i}-d_{i-1} \ell_{i, i-1}^{2}$, $d_{0}=0, \quad \ell_{i+1, i}=A_{i+1, i} / d_{i}$. Then $F^{\prime}=L^{-1} F$ satisfy $F_{i}^{\prime}=F_{i}-F_{i-1}^{\prime} \ell_{i, i-1}, F_{0}=0$ and $a$ is obtained from back substitution by $a=F_{i}^{1} / d_{i}-a_{i+1} \ell_{i+1, i}, a_{n+1}=0$. The total operations needed are about 9 n .

If the sparse system is singular or nearly singular, the $L U$ decomposition may fail. Thus we would like to introduce the algorithm FAPIN which is able to solve singular systems.

### 5.2. The Algorithm FAPIN

The algorithm FAPIN developed by P.O. Frederickson first appeared in [26] was introduced in two dimensional case. We shall in this section introduce the theory of FAPIN in one dimension and in Section 6.3 demonstrate the ability of the algorithm FAPIN in solving singular linear systems.

Let $A: X \rightarrow Y$ be a large sparse linear operator. $A$ linear operator $B: Y \rightarrow X$ is called an $\rho$-approximate inverse to A if the operator $I-A B: Y \rightarrow Y$ has a spectral radius $\rho<1$. We shall make use of a local p-approximate inverse $B$ to $A$ to construct a e-approximate solution $x \in X$ to the linear system

$$
\begin{equation*}
A x=y \tag{5.2.1}
\end{equation*}
$$

with the property

$$
\begin{equation*}
\|y-A x\|<\varepsilon\|y\| \tag{5.2.2}
\end{equation*}
$$

For a given $y \in Y$ and a given tolerance $\varepsilon<1$.

Usually, the iterations

$$
\left\{\begin{array}{l}
x \leftarrow y-A x  \tag{5.2.3}\\
x \leftarrow x+B x
\end{array}\right.
$$

are used to improve the approximate $\mathrm{x}^{\mathrm{m}}$. From (5.2.3), we have the $m^{\text {th }}$ iterate $\mathrm{r}^{\mathrm{m}}$ satisfies

$$
\begin{equation*}
\mathbf{r}^{\mathrm{m}}=(I-A B)^{m_{r}^{0}} \tag{5.2.4}
\end{equation*}
$$

(see Chaptor 3 of either Varga [58] or Young [63] for more detail).

Let $\Omega=\{i\}_{i=-n}^{n}$ be a set of $2 n+1$ integer lattice points in $[0,1]$. Denote by $X$ the space of real functions on $\Omega$ and let $Y$ be a subspace of $X$. Let $A: X \rightarrow Y$, a linear operator, be a 1 -local operator, i.e.
(5.2.5) $\left[(A x)_{i} \neq 0\right] \Rightarrow\left[\exists j \in \Omega \quad|i-j| \leq 1 \quad\right.$ and $\left.\quad x_{j} \neq 0\right]$ (cf. Definition 3.3.1)

The number of points in $\Omega$ is $N=2 n+1$, hence $X$ is isomorphic to $R^{N}$, and any 1 -locai operator $A$ is represented through this isomorphism by a tridiagonal matrix having at most three nonzero elements in each row, for example, the matrix $M$ arising from the linear finite element (RRG) approximation is a discrete 1 -local operator. Corresponding to every 1-local operator $A: X \rightarrow Y$ there is an array $A_{i, j}$ such that for any point $\mathbf{i}$.

$$
\begin{equation*}
(A x)_{i}=\sum_{|j| \leq 1} A_{i, j} x_{i+j} \tag{5.2.6}
\end{equation*}
$$

Implementation of (5.2.6) allows storage of $A$ in 3 N locations and evaluation of Ax in 3 N multiplications.

If an approximate inverse $B$ to $A$ is also 1-local, the representation (5.2.6) will be used for $B$ as well as $A$. We shall discuss some techniques other than the $\mathrm{DB}_{\mathrm{q}}$ method, developed by Benson [3],
in Section 5.3 to obtain approximate inverses of $A$.
Assume that we have subdivided $[0,1]$ into $2^{\ell}$ number of subinterval such that $N=2^{\ell}+1$, i.e. $|i| \leq 2^{\ell-1} \forall i \in \Omega$. We write $\Omega^{\ell}$ for $\Omega$ and define, using the recurrence

$$
\begin{equation*}
\Omega^{k-1}=\left\{i\left|\exists j,|j| \leq 1,2 i+j \in \Omega^{k}\right\}\right. \tag{5,2.8}
\end{equation*}
$$

the set $\Omega$ for $1 \leq k \leq \ell$, we note that $|i| \leq 2^{k-1}$ if $i \in \Omega^{k}$ Denote by $X^{k}$ the linear space of real functions of $\Omega^{k}$ and define the collection operator $P^{k}: X^{k} \rightarrow x^{k-1}$ by

$$
\begin{equation*}
\mathbf{r}_{i}^{k-1} \leftarrow \sum_{j} t_{j} r_{2 i+j}^{k} \tag{5.2.9}
\end{equation*}
$$

where the coefficients $t_{j}$ are binomial coefficients

$$
\begin{equation*}
t_{j}=\binom{2}{j+1} \tag{5.2.10}
\end{equation*}
$$

Hence we have

$$
\left\{\begin{array}{l}
t_{-1}=t_{1}=1 \\
t_{0}=2 \\
t_{j}=0 \quad \text { otherwise }
\end{array}\right.
$$

and

$$
r_{i}^{k-1} \leftarrow r_{2 i-1}^{k}+2 r_{2 i}^{k}+r_{2 i+1}^{k}
$$

We then use the same coefficients to define the sequence of interpolation operators $Q^{k}: X^{k-1} \rightarrow X^{k}$ through

$$
\begin{equation*}
x_{i}^{k} \leftarrow \sum_{j} \frac{t_{i-2 j}}{2} x_{j}^{k-1} \tag{5.2.11}
\end{equation*}
$$

By this definition, with (4.2.10), we have

$$
\left\{\begin{array}{l}
x_{2 i}^{k} \leftarrow x_{i}^{k-1} \\
x_{2 i-1}^{k} \leftarrow \frac{1}{2}\left[x_{i-1}^{k-1}+x_{i}^{k-1}\right]
\end{array}\right.
$$

We define the subspace $y^{k}$ of $x^{k}$ by $y^{k}=p^{k+1}\left(y^{k+1}\right)$, beginning with $y^{\ell}=y$ and we define the sequence of operators $A^{k}: x^{k} \rightarrow y^{k}$ by

$$
\begin{equation*}
A_{i, j}^{k-1} \leftarrow \frac{1}{2} \sum_{u} \sum_{v} t_{u} A_{2 i+u, 2 j+v}^{k} t_{v} \tag{5.2.12}
\end{equation*}
$$

By this definition, we have

It can be easily verified that if $A$ is of the form of (2.1.13), then $A^{k}, 2 \leq K \leq \ell$, is also of the same form. Implementation of $\mathrm{p}^{\mathrm{k}}$ requires less than n multiplications and additions, and $Q^{k}$ requires only $n$ multiplications and $n$ additions if it is well coded. Similarly, construction of all the operators $A^{k}$ from the given $A^{\ell}=A$ requires about $3 n$ multiplications and $12 n$ additions.

We shall prove Theorem 1 in [26, pp.7] concerning the best approximation properties of FAPIN .

Theorem 5.2.1. (Frederickson [26], pp.7)
The operator $A^{k-1}$ defined by equation (5.2.12) satisfies the identity

$$
\begin{equation*}
A^{k-1}=P^{k} A^{k} Q^{k} \tag{5.2.13}
\end{equation*}
$$

and is the Rayleigh-Ritz-Galerkin best approximation to $A^{k}$ in the subspace $U^{k}=Q^{k}\left(X^{k-1}\right)$ of $X^{k}$

Proof :
The proof of equation (5.2.13) involves comparing (5.2.12) with the expression which results when the right hand side is expanded, using (5.2.11), (5.2.6) and then (5.2.9) .

To show that $A^{k-1}$ is the RRG best approximation to $A^{k}$ in the subspace $u^{k}=Q^{k}\left(x^{k-1}\right)$ of $X^{k}$, we need to show the following :
(i) Given $a r^{k} \in X^{k}$, find $x^{k} \in X^{k}$ such that

$$
\begin{equation*}
A^{k} x^{k}=r^{k} \tag{5.2.14}
\end{equation*}
$$

(ii) Find a $x^{k} \in X^{k}$ which minimizes the quadratic functional

$$
\begin{equation*}
\Phi\left(\mathrm{x}^{\mathrm{k}}\right)=\left\langle A x^{\mathrm{k}}-2 \mathrm{r}^{\mathrm{k}}, \mathrm{x}^{\mathrm{k}}\right\rangle \tag{5.2.15}
\end{equation*}
$$

where $\left\langle x^{k}, y^{k}\right\rangle=\sum_{i=-n}^{n} x_{i}^{k} y_{i}^{k}$
(iii) Let $U^{k}=Q^{k}\left(X^{k-1}\right)$, then find $z^{k} \in U^{k}$ which minimizes $\Phi$.

Rewrite (5.2.11) for $Q^{k}: X^{k-1} \rightarrow X^{k}$ as
(5.2.16) $x_{j}^{k}=\left(Q^{k} x^{k-1}\right)_{j}=\sum_{i=-2^{k-2}}^{2^{k-2}} \phi_{i}^{k}(j) x_{i}^{k-1}$
where
(5.2.17) $\phi_{i}^{k}(j)= \begin{cases}1 & \text { if } j=2 i \\ \frac{1 / 2}{2} & \text { if }|j-2 i|=1 \quad i=-2^{k-2}, \cdots, 0, \cdots, 2^{k-2} \\ 0 & \text { otherwise }\end{cases}$

From (4.2.15) and assume that $A^{k}: X^{k} \rightarrow X^{k}$ is symmetric positive definite, then we have
(5.2.18) $\Phi\left(x^{k}+\varepsilon v^{k}\right)=\Phi\left(x^{k}\right)+2 \varepsilon<A^{k} x^{k}-r^{k}, v^{k}>+\varepsilon^{2}\left\langle A^{k} v^{k}, v^{k}>\right.$

Thus $\Phi\left(\mathrm{x}^{\mathrm{k}}\right)$ is a minimum means that $\delta \Phi\left(\mathrm{x}^{\mathrm{k}}, \mathrm{v}^{\mathrm{k}}\right)=0$ i.e.
(5.2.19) $\left\langle A x^{k}-r^{k}, v^{k}\right\rangle=0 \quad$ for any $v^{k} \in X^{k}$
we will show (ii) eff (i), ie.

$$
\begin{aligned}
& \text { (ii) }-\mathrm{x}_{*}^{\mathrm{k}} \in \mathrm{X}^{\mathrm{k}} \text { which minimizes } \Phi \text { in (5.2.15) } \\
& \text { inf } \quad\left\langle A x_{*}^{k}-r^{k}, v^{k}\right\rangle=0 \quad \forall v^{k} \in X^{k} \\
& \text { inf } \quad A^{k} x_{*}^{k}=r^{k} \quad \text { (i) }
\end{aligned}
$$

$P^{k}: x^{k} \rightarrow x^{k-1}$ in (5.2.9) can be written as
(5.2.20)

$$
\begin{aligned}
r_{i}^{k-1} & =2 \sum_{j=-2^{2}}^{2^{k-2}} \phi_{i}^{k}(j) r_{j}^{k} \\
& \left.=2<\phi_{i}^{k}, r^{k}\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& \text { (iii) - } A z^{k} \in U^{k}=Q^{k}\left(X^{k-1}\right) \text { which minimizes } \Phi \text { over } U^{k} \\
& \text { iff } \\
& \text { iff } \\
& \text { iff } \\
& \text { iff } \\
& \text { iff } \\
& \text { iff } \\
& \left\langle A^{k} z^{k}-x^{k}, \phi_{i}^{k}\right\rangle=0 \quad \forall i=-2^{k-1}, \cdots, 0, \cdots, 2^{k-1} \\
& \left\langle A^{k} \sum_{j=-2^{k}-2}^{\sum^{k-2}} \phi_{j}^{k} z_{j}^{k-1}-r^{k}, \phi_{i}^{k}>=0\right. \\
& \sum_{j=-2^{k-2}}^{2^{k-2}} z_{j}^{k-1}\left\langle A^{k} \phi_{j}^{k}, \phi_{i}^{k}\right\rangle=\left\langle r^{k}, \phi_{i}^{k}\right\rangle \\
& 2 \sum_{j=-2^{k-2}}^{2^{k-2}} z_{j}^{k-1}<A^{k} \phi_{j}^{k}, \phi_{i}^{k}>=p^{k} r^{k}(i) \\
& \sum_{j=-2^{k-2}}^{2^{k-2}} A_{i, j}^{k-1} z_{j}^{k-1}=p^{k} r^{k}(i)
\end{aligned}
$$

This completes the proof.

FAPIN should be viewed as an interative algorithm. At the beginning of each pass we have an approximate $x$ to the solution to equation (5.2.1), which may or may not be zero during the first pass, and we have evaluated the residual vector $r \leftarrow y-A x$. The pass really begins when we apply (5.2.9) repeatedly, creating $r^{\ell-1}, \cdots, r^{\ell}$ from $\mathrm{r}^{\ell}=\mathrm{r}$. Next $\mathrm{x}^{1}=\mathrm{B}^{1} \mathrm{r}^{1}$ is computed, and then we work back up from $k=2$ to $k=\ell-1$, first interpolating and then refining this approximation :

$$
\left\{\begin{array}{l}
x^{k}+Q^{k} x^{k-1}  \tag{5.2.21}\\
x^{k} \leftarrow x^{k}+B^{k}\left(r^{k}-A^{k} x^{k}\right)
\end{array}\right.
$$

At the top level, $k=\ell$, these assignments are replaced by

$$
\left\{\begin{array}{l}
x^{l} \leftarrow x^{l}+Q^{l} x^{\ell-1}  \tag{5.2.22}\\
x^{\ell} \leftarrow x^{\ell}+B^{\ell}\left(y-A^{l} x^{\ell}\right)
\end{array}\right.
$$

A Subroutine FAPIN is given in Appendix 1. We make use of some other Subroutines to perform individual tasks. We shall describe a pass of FAPIN as follows with the Subroutine's name, which is used to perform the task, on the left.

$$
\begin{aligned}
& \text { OP : } \quad x^{\ell} \leftarrow y^{\ell}-A^{\ell}\left(x^{\ell}\right) \\
& \left\{\begin{array}{c}
\mathrm{P}: \quad \text { DO } \quad \mathrm{k}=\ell, \ell-1, \cdots, 2 \\
\\
\mathbf{r}^{\mathrm{k}-1} \leftrightarrow \mathrm{P}^{\mathrm{k}}\left(\mathrm{r}^{\mathrm{k}}\right)
\end{array}\right. \\
& \mathrm{OP}: \quad \mathrm{X}^{1} \leftarrow \mathrm{~B}^{1}\left(\mathrm{r}^{1}\right) \\
& \begin{cases} & \text { DO } \quad k=2,3, \cdots, \ell-1 \\
Q: & x^{k} \leftarrow Q^{k}\left(x^{k-1}\right) \\
\text { OP : } & r^{k} \leftarrow r^{k}-A^{k}\left(x^{k}\right) \\
\text { OP : } & x^{k} \leftarrow x^{k}+B^{k}\left(r^{k}\right)\end{cases} \\
& Q: \quad x^{\ell} \leftarrow x^{\ell}+Q^{\ell}\left(x^{\ell-1}\right) \\
& O P: \quad r^{\ell} \leqslant y^{\ell}-A^{\ell}\left(x^{\ell}\right) \\
& \text { OP : } \quad x^{\ell}+x^{\ell}+B^{\ell}\left(x^{\ell}\right)
\end{aligned}
$$

From the algorithm above, it shows clearly that FAPIN solves certain subprograms $A^{k} x^{k}=y^{k}, 1 \leq k \leq \ell$. In order not to waste storages we store $x^{k}$ and $x^{k}$ in the arrays $X$ and $R$, respectively. In particular, we creat two arrays of structure constants NK and MK such that $M K$ is the dimensional of $X$ at the level $K$ and $N K$ is the position of the first element of $x^{k}$ in the array $X$. Thus we store $x_{i}^{k}$ as $X(N K+i)$. A subroutine STRUCT to construct these structure constants is listed in Appendix 1.

### 5.3. Approximate Inverses

During the numerical experiments in Chapter 6, we found that an approximate inverse $B_{1}$ of $A$, for the one dimensional case, obtained by the $\mathrm{DB}_{\mathrm{q}}$ technique developed by Benson [3] is not efficient enough in the sense that the covergence of the residual $r$ in (5.2.3) is very slow. This forces us to seek for other better approximate inverses to $A$. An approximate inverse $B_{1}$ of $A$ is said to be better than an approximate inverse $B_{k}$ to $A$ if $\rho\left(I-B_{1} A\right)<\rho\left(I-B_{k} A\right)$. Following Varga [58] and Young [63], we have, for a matrix G,

$$
\begin{equation*}
\rho(G)=\lim _{\mathrm{m} \rightarrow \infty}\left(\left\|G^{\mathrm{m}}\right\|_{2}\right)^{1 / \mathrm{m}} \tag{5.3.1}
\end{equation*}
$$

However, from [7, pp.269] and [58], we have

$$
\begin{equation*}
\frac{\left\|r^{m+1}\right\|_{2}}{\left\|r^{m}\right\|_{2}} \rightarrow \rho\left(I-B_{p} A\right) \tag{5.3.2}
\end{equation*}
$$

This provides us a mean to approximate the spectral radius of $I-B_{p} A$. We shall also employ an algorithm of Shanks [53] to smooth the sequence $\left\{\left\|\mathrm{r}^{\mathrm{m}+1}\right\|_{2} /\left\|\mathrm{r}^{\mathrm{m}}\right\|_{2}\right\}$ and predict the limit of the sequence. This limit is taken to be an approximate spectral radius of $I-B_{p} A$.

For simplicity, we shall consider $A$ to be a tridiagonal symmetric matrix with constant band elements.

Let $\AA$ be the set of all tridiagonal symmetric matrix with constant band elements. Then every element $A \in A$ can be written as (cf. Benson [3], pp.14)

$$
\begin{equation*}
A=\left(a_{1} a_{2} a_{1}\right) \tag{5.3.3}
\end{equation*}
$$

For $A, B \in A$, define an convolution operator * by

$$
\left.\begin{array}{rl}
A * B & =\left(\begin{array}{lll}
a_{1} & a_{2} & a_{1}
\end{array}\right) *\left(\begin{array}{lll}
b_{1} & b_{2} & b_{1}
\end{array}\right) \\
& =\left(\begin{array}{lll}
a_{1} b_{1} & a_{2} b_{1}+a_{1} b_{2} & 2 a_{1} b_{1}+a_{2} b_{2}
\end{array} a_{1} b_{2}+a_{2} b_{1} a_{1} b_{1}\right.
\end{array}\right)
$$

(Note that $A * B \notin A$ )

The $\mathrm{DB}_{\mathrm{q}}$ techniques [3] can be viewed as

$$
\begin{equation*}
B_{1} * A=I \tag{5.3.4}
\end{equation*}
$$

i.e. we truncate $B_{1} * A$ and solve the linear system :

$$
\left\{\begin{array}{l}
a_{2} b_{11}+a_{1} b_{12}=0 \\
2 a_{1} b_{11}+a_{2} b_{12}=1
\end{array}\right.
$$

and obtain

$$
\left\{\begin{array}{l}
b_{11}=-\frac{a_{1}}{a_{2}^{2}-2 a_{1}^{2}} \\
b_{12}=\frac{a_{2}}{a_{2}^{2}-2 a_{1}^{2}}
\end{array}\right.
$$

In particular, for $A=\left(\begin{array}{lll}-1 & 2 & -1\end{array}\right)$, we have $B_{1}=\left(\begin{array}{lll}. & 1 & .5\end{array}\right)$

Initiated by the $\mathrm{DB}_{\mathrm{q}}$ technique, we have a generalization as follows : an approximate inverse $B_{w}$ of $A$ is evaluated through

$$
\begin{equation*}
\mathrm{B}_{\mathrm{W}} *(\mathrm{~A} * W)=W \tag{5.3.5}
\end{equation*}
$$

where $W \in A$ is a weight.

In particular, we shall consider (i) $W=A * A$ and (ii) $W=A * A * A$

Let $B_{2}$ be an approximate inverse of $A$ evaluated through

$$
\begin{equation*}
B_{2} *(A * A)=A \tag{5.3.6}
\end{equation*}
$$

Then we need to solve the following equations

$$
\left\{\begin{array}{l}
b_{1} p_{1}+b_{2} p_{2}+b_{1} p_{3}=a_{1} \\
b_{1} p_{2}+b_{2} p_{3}+b_{1} p_{2}=a_{2}
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
p_{1}=a_{1}^{2} \\
p_{2}=2 a_{1} a_{2} \\
p_{3}=2 a_{1}^{2}+a_{2}^{2}
\end{array}\right.
$$

In particular, if $A=\left(\begin{array}{lll}-1 & 2 & -1\end{array}\right)$, then $B_{2}=\left(\begin{array}{lll}0.2 & 0.6 & 0.2\end{array}\right)$ we shall call this $D B^{2}$ techniques.

Let $B_{3}$ be an approximate inverse evaluated through

$$
\begin{equation*}
B_{3} *(A *(A * A))=A * A \tag{5.3.7}
\end{equation*}
$$

In this case, we need to solve a linear system

$$
\left\{\begin{array}{l}
b_{1} s_{2}+b_{2} s_{3}+b_{1} s_{4}=p_{2} \\
b_{1} s_{3}+b_{2} s_{4}+b_{1} s_{3}=p_{3}
\end{array}\right.
$$

where

$$
\begin{aligned}
& \left\{\begin{array}{l}
s_{2}=a_{2} p_{1}+p_{2} a_{1} \\
s_{3}=a_{1} p_{1}+a_{2} p_{2}+a_{1} p_{3} \\
s_{4}=a_{1} p_{2}+a_{2} p_{3}+a_{1} p_{2}
\end{array}\right. \\
& \left\{\begin{array}{l}
p_{1}=a_{1}^{2} \\
p_{2}=2 a_{1} a_{2} \\
p_{3}=2 a_{1}^{2}+a_{2}^{2}
\end{array}\right.
\end{aligned}
$$

In particular, if $A=\left(\begin{array}{lll}-1 & 2 & -1\end{array}\right)$, then $B_{3}=\left(\frac{15}{105} \frac{54}{105} \frac{15}{105}\right)$ we shall call this $\mathrm{DB}^{3}$ method.

For a fixed matrix $A$, after we have obtained an approximate inverse, we could improve this approximate inverse by interpolation technique [42] to obtain the optimal approximate inverse $B^{*}$. We found, for $\left.A=\left(\begin{array}{ll}-1 & 2\end{array}-1\right), B^{*}=\left(\begin{array}{ll}0.125 & 0.5\end{array}\right) .125\right)$ is quite close to the optimal. There are many ways of generalization. We may try, for a fixed $A$, varying the weight $W$ in (5.3.5) , or we may, do a bit more calculation, consider a $B_{\ell}$ such that $\left\|B_{\ell} *(A * W)-W\right\|_{2}$ is minimum over $A$. However, we found that $B_{3}$ is good enough for our experiments in Chapter 6.

The following tables give a comparison of $\mathrm{DB}_{\mathrm{q}}, \mathrm{DB}^{1}$ and $\mathrm{DB}^{2}$ methods, in which we take
(i) $A_{1}=\left(\begin{array}{lll}-1 & 2 & -1\end{array}\right)$
(ii) $A_{2}=\frac{1}{h}\left(\begin{array}{lll}-1 & 2 & -1\end{array}\right)-\frac{h}{6} \lambda_{1}\left(\begin{array}{lll}1 & 4 & 1\end{array}\right)$,
where $\lambda_{1}=6(1-\cos (\pi h)) /(2+\cos (\pi h)) h^{2} . A_{2}$ is a singular matrix which is arisen from the solving of an eigenvalue problem (cf. 6.3).

In the tables, $L$ is the level of partition, i.e. we partition [0,1] into $n=2^{L}$ subintervals.

|  | $D B_{q}$ | $D B^{1}$ | $D B^{2}$ |
| :---: | :---: | :---: | :---: |
| $L$ | $\rho\left(I-B_{1} A_{1}\right)$ | $\rho\left(I-B_{2} A_{1}\right)$ | $\rho\left(I-B_{3} A_{1}\right)$ |
|  |  |  |  |
| 3 | 1.00 | 0.20 | 0.11 |
| 4 | 0.93 | 0.19 | 0.11 |
| 5 | 0.98 | 0.20 | 0.11 |
| 6 | 0.97 | 0.20 | 0.12 |
| 7 | 0.97 | 0.19 | 0.12 |
|  |  |  |  |

Table 5.3.1

|  | $D_{q}$ | $D B^{1}$ | $D B^{2}$ |
| :--- | :---: | :---: | :---: |
| $L$ | $\rho\left(I-B_{1} A_{2}\right)$ | $\rho\left(I-B_{2} A_{2}\right)$ | $\rho\left(I-B_{3} A_{2}\right)$ |
|  |  |  |  |
| 3 | 1.41 | 0.34 | 0.074 |
| 4 | 1.11 | 0.34 | 0.092 |
| 5 | 0.95 | 0.34 | 0.12 |
| 6 | 0.98 | 0.33 | 0.12 |
| 7 | 0.97 | 0.33 | 0.12 |
|  |  |  |  |

Table 5.3.2

## CHAPTER 6

## NUMERICAL EXPERIMENTS

The numerical experiments in this chapter are carried in double precision arithmetic on the IBM/360 computer at Lakehead University. These experiments consist of (i) the verification of the rate of convergence of the RRG solution and the Global Superconvergence, (ii) the numerical evaluation of the Generalized Peano kernel function and (iii) the ability of the algorithm FAPIN in solving singular sparse systems.

Throughout the chapter $L$ will be the level of partition i.e. we partition $[0,1]$ into $n=2^{L}$ number of subdivisons.
6.1. Verifications of the Rate of Convergence of the RRG Solution and the Global Superconvergence

In this experiment we solve the TPBVP : $-u^{\prime \prime}(x)=f(x)$ with $u(0)=u(1)=0$. The RRG solution $u_{h}$ is from $S_{h, 0}^{1,0}$. We set $u(x)=(1-x)\left(1-e^{x}\right)$ and compute the $H_{1}$-norm, $H_{0}$-norm and the energy norm of the error $e_{h}=u-u_{h}$. We also construct the superconvergence approximation $s \in S_{h, 0}^{3,2}$ and the various norms of the error $e_{s}=u-s$ are computed.

The results are listed in Table 6.1.1, Table 6.1.2 and
Table 6.1.3.

In the tables, the numbers under the name "Rate of Convergence" are computed as follows :


Fig. 6.1.1 is a comparision of the RRG solution and the G1obal Superconvergence solution.

Table 6.1.1

| L | $\left\\|\mathrm{e}_{\mathrm{h}}\right\\|_{\mathrm{I}}$ | $\left\\|\mathrm{e}_{\mathrm{S}}\right\\|_{\mathrm{I}}$ | Rate of Convergence |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | RRG | S |
| 2 | $0.2153898(00)$ | $0.7257666(-2)$ |  |  |
| 3 | $0.1080515(00)$ | $0.7153933(-3)$ | $0.9952310(00)$ | $0.3342696(01)$ |
| 4 | $0.5407050(-1)$ | $0.6823556(-4)$ | $0.9988053(00)$ | $0.3390140(01)$ |
| 5 | $0.2704085(-1)$ | $0.6322846(-5)$ | $0.9997007(00)$ | $0.3431872(01)$ |
| 6 | $0.1352113(-1)$ | $0.5790591(-6)$ | $0.9999250(00)$ | $0.3448795(01)$ |
| 7 | $0.6760649(-2)$ | $0.5322389(-7)$ | $0.9999814(00)$ | $0.3443563(01)$ |
| 8 | $0.3380336(-2)$ | $0.4985981(-8)$ | $0.9999945(00)$ | $0.3416124(01)$ |
| 9 | $0.1690169(-2)$ | $0.4841845(-9)$ | $0.9999986(00)$ | $0.3364247(01)$ |

From Table 6.1.1, it shows that the rate of convergence of $e_{h}$ and $e_{s}$ in the $H_{1}$-norm is about of order $O\left(h^{1}\right)$ and $O\left(h^{3}\right)$ respectively.

Table 6.1.2

| L | $\left\\|\mathrm{e}_{\mathrm{h}}\right\\|_{\mathrm{A}}$ | $\left\\|\mathrm{e}_{\mathrm{S}}\right\\|_{\mathrm{A}}$ | Rate of Convergence |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | RRG | S |  |
| 2 | $0.2147222(00)$ | $0.7229935(-2)$ |  |  |
| 3 | $0.1079672(00)$ | $0.7140480(-3)$ | $0.9918782(00)$ | $0.3339890(01)$ |
| 4 | $0.5405994(-1)$ | $0.6817548(-4)$ | $0.9979609(00)$ | $0.3388695(01)$ |
| 5 | $0.2703953(-1)$ | $0.6320235(-5)$ | $0.9994894(00)$ | $0.3431202(01)$ |
| 6 | $0.1352096(-1)$ | $0.5789451(-6)$ | $0.9998720(00)$ | $0.3448479(01)$ |
| 7 | $0.6760631(-2)$ | $0.5321901(-7)$ | $0.9999676(00)$ | $0.3443412(01)$ |
| 8 | $0.3380334(-2)$ | $0.4985775(-8)$ | $0.9999917(00)$ | $0.3416051(01)$ |
| 9 | $0.1690169(-2)$ | $0.4841771(-9)$ | $0.9999979(00)$ | $0.3364210(01)$ |

From Table 6.1.2, it shows that rate of convergence of $e_{h}$ and $e_{s}$ in the energy norm is about of order $O\left(h^{1}\right)$ and $O\left(h^{3}\right)$ respectively.

Table 6.1.3

| L | $\left\\|\mathrm{e}_{\mathrm{h}}\right\\|_{0}$ | $\left\\|\mathrm{e}_{\mathrm{S}}\right\\|_{0}$ | Rate of Convergence |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | RRG | S |
|  |  |  |  |  |
| 3 | $0.1694562(-1)$ | $0.6338867(-3)$ |  |  |
| 4 | $0.4265890(-2)$ | $0.4385140(-4)$ | $0.1989993(01)$ | $0.3853415(01)$ |
| 5 | $0.1068335(-2)$ | $0.2862917(-5)$ | $0.1997482(01)$ | $0.3937046(01)$ |
| 6 | $0.2672004(-3)$ | $0.1823095(-6)$ | $0.1999368(01)$ | $0.3973023(01)$ |
| 7 | $0.6680739(-4)$ | $0.1149049(-7)$ | $0.1999842(01)$ | $0.3987877(01)$ |
| 8 | $0.1670231(-4)$ | $0.7209842(-9)$ | $0.1999958(01)$ | $0.3994328(01)$ |
| 9 | $0.175605(-5)$ | $0.4511518(-10)$ | $0.1999989(01)$ | $0.3998281(01)$ |
|  |  |  |  |  |

From Table 6.1.3, it shows that the rate of convergence of $e_{h}$ and $e_{s}$ in the $H_{0}$-norm is about of order $O\left(h^{2}\right)$ and $O\left(h^{4}\right)$ respectively.

6.2. Numerical Evaluation of the Generalized Peano Kernel Function

In Section 3.3, we constructed an 3-exact G1oba1 Superconvergence $S$, i.e. $S(p)=p \quad \forall p \in \rho_{0}^{3}$. In Section 4.5, we have discussed the rate of convergence of the Global Superconvergence. In this section, we shall evaluate the generalized kernel $K_{2}(\xi, t)$ (cf. Section 4.5) and then evaluate the quantities $k_{\infty, \infty}$ and $k_{1}, \infty$. The results are listed in Table 6.2.1

| L | $k_{\infty, \infty}$ | Rate of <br> Convergence | $k_{1}, \infty$ | Rate of <br> Convergence |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $0.13500(-1)$ |  | $0.28495(-4)$ |  |
| 3 | $0.59878(-2)$ | $0.117(01)$ | $0.55547(-5)$ | $0.236(01)$ |
| 4 | $0.29089(-2)$ | $0.104(01)$ | $0.14471(-5)$ | $0.194(01)$ |
| 5 | $0.14438(-2)$ | $0.101(01)$ | $0.36541(-6)$ | $0.199(01)$ |

Table 6.2.1

From Table 6.2.1, it seems that the rate of convergence of the Global Superconvergence, for $u \in H^{3}[0,1]$, is of order $O\left(h^{2}\right)$.

However, from the experiment in Section 6.1, it shows that, if $u$ is sufficiently smooth, the rate of convergence is of order $O\left(h^{4}\right)$ in the $H_{0}$-norm. It seems to suggest that the Global Superconvergence is of order $O\left(h^{4}\right)$ for a certain class of functions. Now the question remains is : "what is the class of functions for which the Global Superconvergence has an order $O\left(h^{4}\right)$ convergence rate?"
6.3. The Ability of the Algorithm FAPIN in Sov1ing Singular Systems

Consider the TPBVP $-u^{\prime \prime}+q u=f, u(0)=u(1)=0$. If $q=-\lambda_{1}=6(1-\cos (\pi k / n)) /(2+\cos (\pi k / n)) h^{2}$, then the TPBVP becomes an eigenvalue problem. The linear sparse system arising from the linear finite element method will be singular.

Table 6.3.1 and Table 6.3.2 show the various norms of the errors when we solve the TPBVP's by LU decomposition and FAPIN with $q$ varying around $-\lambda_{1}, u(x)=x(1-x)(1-2 x)$ at levels $L=7$ and $L=10$

| q | LU |  | FAPIN |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\\|\mathrm{l}\\|_{1}$ | $\\|\mathrm{e}\\|_{0}$ | $\\|\mathrm{e}\\|_{1}$ | $\\|\mathrm{e}\\|_{0}$ |
| -0.98700998592898(1) | $0.183(-1)$ | $0.503(-2)$ | $0.781(-2)$ | $0.249(-4)$ |
| -0.98700998592908(1) | $0.184(-1)$ | $0.506(-2)$ | $0.781(-2)$ | $0.249(-4)$ |
| -0.98700998592918(1) | $0.287(-1)$ | $0.837(-2)$ | $0.781(-2)$ | $0.249(-4)$ |
| -0.98700998592928(1) | $0.278(-1)$ | $0.807(-2)$ | $0.781(-2)$ | $0.249(-4)$ |
| -0.98700998592938(1) | $0.338(-1)$ | $0.999(-2)$ | $0.781(-2)$ | $0.249(-4)$ |
| -0.98700998592948(1) | $0.398(-1)$ | $0.119(-1)$ | $0.781(-2)$ | $0.249(-4)$ |
| -0.98700998592958(1) | $0.568(-1)$ | $0.171(-1)$ | $0.781(-2)$ | $0.249(-4)$ |
| -0.98700998592968(1) | $0.280(00)$ | $0.850(-1)$ | $0.781(-2)$ | $0.249(-4)$ |
| -0.98700998592978(1) | $0.721(00)$ | $0.219(00)$ | $0.781(-2)$ | $0.249(-4)$ |
| -0.98700998592988(1) | $0.683(-1)$ | $0.206(-1)$ | $0.781(-2)$ | $0.249(-4)$ |

Table 6.3.1 , $L=7$.(cf. Fig. 6.3.1 and Fig. 6.3.2)

$$
-\lambda_{1}=-0.98700998592948(1)
$$

| $q$ | LU |  | FAPIN |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\\|\mathrm{e}\\|_{1}$ |  | $\\|\mathrm{e}\\|_{0}$ | $\\|\mathrm{e}\\|_{1}$ |
| $-0.98696121375(1)$ | $0.282(-2)$ | $0.558(-3)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121385(1)$ | $0.259(-2)$ | $0.727(-3)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121395(1)$ | $0.343(-2)$ | $0.997(-3)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121405(1)$ | $0.464(-2)$ | $0.138(-2)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121415(1)$ | $0.835(-2)$ | $0.252(-2)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121425(1)$ | $0.480(-1)$ | $0.146(-1)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121435(1)$ | $0.113(-1)$ | $0.341(-2)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121445(1)$ | $0.534(-2)$ | $0.159(-2)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121455(1)$ | $0.349(-2)$ | $0.101(-2)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121465(1)$ | $0.265(-2)$ | $0.745(-3)$ | $0.977(-3)$ | $0.389(-6)$ |
| $-0.98696121475(1)$ | $0.220(-2)$ | $0.599(-3)$ | $0.977(-3)$ | $0.389(-6)$ |

Table 6.3.2 , $L=10$ (cf. Fig. 6.3.3 and Fig. 6.3.4)

$$
-\lambda_{1}=-0.98696121425(1)
$$

Table 6.3 .1 and Table 6.3 .2 show clearly that the algorithm FAPIN is able to solve singular or nearly singular systems.


Fig. 6.3.1







## CHAPTER 7

SUMMARY AND CONCLUSI'ONS

The concept of Sard's theory on best quadrature formulae is extended to the integration $T=\int_{0}^{1} f w d x$. The form of quadrature $Q$ for $T$ which we consider is $Q=\sum_{i=1}^{n^{\prime}} c_{i} f\left(x_{i}^{\prime}\right)$. This concept of best quadrature can be applied to the quadrature $H, H=\sum_{i=1}^{n} a_{i} f\left(x_{i}^{\prime \prime}\right) w\left(x_{i}^{\prime \prime}\right)$, which is considered in [34]. Furthermore, the best quadratures which we derived are consistent with the energy norm.

A quasi-inverse of the finite element method is introduced to obtain a global superconvergence solution of the TPBVP. This global superconvergence technique, as we suggested, can be applied to other methods such as the collocation method.

A generalization of the Peano kernel theorem is useful in the error analysis on the solution of TPBVP. By applying this generalized Peano kernel theorem, the rate of convergence of a 3-exact global superconvergence solution is of order $O\left(h^{2}\right)$. But from the experimental results, for some smooth $u$, the rate of convergence of the global superconvergence is of order $O\left(h^{4}\right)$. It still remains a question: "what is the class of functions for which the global superconvergence has an order $O\left(h^{4}\right)$ convergence rate?"

The algorithm FAPIN has also been used successfully in this
thesis. However, the $L U$ decomposition is perfered if the linear system is far from singular. The approximate inverses, which used in conjunction with the algorithm FAPIN, derived in this thesis have smaller spectral radius than the $\mathrm{DB}_{\mathrm{q}}$ approximate inverse [3]. Other techniques to obtain approximate inverses are suggested in Section 5.3.

## APPENDIX 1

In this Appendix, we list a subroutine of the algorithm FAPIN with all the relevant subroutines which have been introduced in Section 5.2.

Programs are written in WATFIV.

```
    SUBROUTINE FAPIN(F,U,R,A;C,DF,DU)
INTEGER STR(16,2)
COMMON STR,L
INTEGER DF,DU
REAL*8 F(DU),R(DU),U(DU),A(DU,3),C(DU,3)
CALL OP(R,F,A,U,L,DF,DU,.TRUE,)
CALL P(DF,DU,L,R)
K=1
CALL OP(U,U,C,R,K,DF,DU,&FALSE.)
    4K=K+1
IF (K.EQ.L.) GO TO 5
CALL O(DF,DU,K,U)
    CALL DP(R,R,A,U,K,DF,DU, (TRUE.)
    CALL OP(U,U,C,R,K,DF,DU, TTRUE&)
    GO TO 4
    5 \mp@code { C A L L ~ Q ( D F , D U , K , U ) }
    CALL OP(R,F,A,U,K,DF,DU*.TRUE )
    CALL OP(U,U,C,R,K;DF,DU,.TRUE.)
    RETURN
    END
    SUBROUTINE OP(X,Y,A,Z,X,DF,DU,FLAG)
    INTEGER STR(16,2)
    COMMAON STRR,L
    LOGICAL FLAG
    INTEGER DF,DU
    REAL*8 A(DU,3),X(DU),Y(DU),Z(DU)
    NK=STR(K,1)
MK2=STR(K,2)-2
IF (FLAG) GO TO 100
DO 50 I =1,MK2
x(NK+I)=-A(NK+I,1)*Z(NK+I-1)-A(NK+I,2) %Z(NK+I)-A(NK+I,3)*Z(NK+I+1)
50 CONTINUE
RETURN
100 DO 150 I = 1,MK2,
X(NK+I)=Y(NK+I)-A(NK+I,1)*Z(NK+I-1)-A(NK+I,2)*Z(NK+I)-A(NK+I, 3)*Z(
    *NK+I+1)
150 CONTINUE
RETURN
END
```

SUBROUTINE P(DF,DU,LL,R)
INTEGER $\operatorname{STR}(16,2)$
COMMON STR,L
INTEGER DF, DU
REAL $\%$ R (DU)
$K=L L$
$1 J=K-1$
$\left.\begin{array}{l}N K=S T R \\ N J \\ N J \\ M\end{array}\right)$
$M J 2=\operatorname{STR}(J, 2)-2$
DO $2 \mathrm{I}=1, \mathrm{MJ} 2$
$2 R(N J+I)=R(N K+2 \div I-1)+2.0 \div R(N K+2 * I)+R(N K+2 * I+1)$
$K=K-1$
IF (K.GE.2) GO TO 1 RETURN
END

```
SUBROUTINE Q(DF,DU,K,U)
    INTEGER STR(16,2)
    COMMON STR,L
    INTEGER. DF, DU
    REAL*8 U(DU)
    \(J=K-1\)
    MK2 \(=\) STR \((K, 2)-2\)
    NK = STR \((K, 1)\)
    \(\mathrm{NJ}=\operatorname{STR}(\mathrm{J}, 1)\)
    \(M J 2=S T R(J, 2)-2\)
    IF (K.EQ.L) GO TO 100
    U(NK+1)=0.0
DO \(50 \quad 1=1, M J 2\)
    U\{NK+2*I-1)=U(NK+2*I-1)+.5*U(NJ+I)
\(U(N K+2 * I)=U(N J+I)\)
\(50 \mathrm{U}(\mathrm{NK}+2 \div \mathrm{I}+1)=.5 \% \mathrm{H}(\mathrm{NJ}+\mathrm{I})\)
RETURN
100 DO \(150 \mathrm{I}=1, \mathrm{MJ} 2\)
    U(NK+2*I-1) \(=U(N K+2 \div I-1)+\). \(5 * U(N J+1)\)
    \(U(N K+2 * I)=U(N K+2 * I)+U(N J+I)\)
\(150 U(N K+2 \div I+I)=U(N K+2 \div I+1)+.5 \div U(N J+I)\)
RETURN
END
```

```
SUBROUTINE STRUC(DF,DU)
INTEGER STR(16,2)
COMMON STR,L
INTEGER DF,DU
\(\operatorname{STR}(L, 1)=1\)
\(11=L-1\)
DO \(50 \quad 1=1+L 1\)
\(\operatorname{STR}(L-I+1,2)=2 *=(L-I+1)+1\)
\(\operatorname{STR}(L-I, 1)=\operatorname{STR}(L-I+1,1)+\operatorname{STR}(L-1+1,2)\)
\(\operatorname{STR}(1,2)=3\)
\(D U=S T R(1,1)+2\)
\(D F=2 \div+1+i\)
RETURN
END
```

50

The Subroutine AK is used to construct the matrices $A^{k}, 1 \leq k \leq \ell$ (cf. Section 5.2). Note that in the Subroutine, the construction of A at level $L$ is varied with different linear system $M u=F$ in 2.1.10.
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