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Abstract

R/ecently Networked Control System (NCS) has been used in several areas and
received much attention due to its applications. An NCS is a system with all its
units connected through communication network, which is also called Integrated
Communication and Control Systems(ICCS). The NCS is a completely distributed

and networked real time feedback control system.

One important feature of an NCS is that, instead of hardwiring the control devices
with point-to-point connections, the control devices are all connected to a network
as nodes, i.e. all information (reference input, plant output, control input) is ex-
changed using a network among control system components. Several advantages
of this implementation include: reduced system wiring, lower cost, reduced weight
and power, ease of system diagnosis and maintenance. It is well known that NCSs
are applicable to many fields, including DC motors, automotives, advanced air-
crafts, spacecrafts, mobile robots, robotic manipulators, electrified transportation,

and manufacturing processes.

The communication network in the feedback control loop makes the analysis and
design of an NCS complex, partially due to a network delay, which is the time it

takes for data to travel across the network from one node or endpoint to another.



It is well known that the network delays may degrade performances of the NCSs,
or may even destabilize the NCSs if the network delay exceeds a certain level. The
main goal of this thesis is to investigate the impact of the network delay on the
control performances of the NCSs and the role of the network delay compensation by
conducting experiments on a single link mechanical structure driven by a gearhead

DC motor.

First, the NCS is analyzed and a model is proposed for the network delays. Second,
to model the single link mechanical structure, a Recursive Least Square (RLS) al-
gorithm is used to identify system parameters. Third, to compensate the network
delays, a Model Predictive Control (MPC) algorithm is employed to generate fu-
ture control efforts based on future set-points and future system outputs estimated
using the RLS. The NCS controlled by the MPC with delay compensation is called
Network Predicitve Control (NPC). Finally, both PD controller with no delay com-
pensation and NPC with fixed delay compensations are implemented on the single
link mechanical structure. Test results show that the performance of the NCS
controlled by PD control without delay compensation deqrades with increase of
network delay and the NCS becomes unstable when the network delay reaches a
certain level, on the other hand, the network delay have a much smaller impact on

the performance of the NCS with NPC control.

xii



Chapter 1

Introduction

1.1 Networked Control Systems

1.1.1 Point-to-Point Architecture of a Control System

Figure 1.1 shows a control system implemented as a point-to-point (P-P) network.

Until about the 1960s all the devices that were used had point-to-point intercon-

nections. With these connections, the complexity, weight, and volume of the wiring

can grow significantly with an increase in the number of devices connected.

iyt Lt 2

The System

unit 2

Figure 1.1: A point-to-point architecture of control system of an NCS
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Figure 1.2: The structure of an NCS
1.1.2 Basic Networked Control System

A Networked Control System (NCS) is a feedback control system where the feed-
back loops are closed through a real time network. Figure 1.2 illustrates a typical
networked control system. The advantage of an NCS is its implementation with

reduced cost, wiring, and system maintenance.

1.1.3 Background

At the beginning stage the potential of using digital computers as control system
components was limited because they were too big, consumed too much power, and
were not highly reliable. The early implementation of computers in control systems

operated only in supervisory mode.

Direct Digital Control (DDC)

Figure 1.3 shows the structure of a DDC system. Direct digital control (DDC) is
the automated control of a condition or process by a digital device (computer).

In DDC systems, all the analog control instrumentation for the process control,



CHAPTER 1. INTRODUCTION 3

§ ERRRREPS iSensarn CAcwmlor il Actualorm

Figure 1.3: The structure of a DDC

digital input, analog and digital outputs were connected to one computer, which

exchanged all the information directly.

Distributed Control System (DCS)

Figure 1.4 illustrates the structure of a DCS. 1t is usually refers to a process control
system or a dynamic system, in which the controller elements are not centralized
but distributed throughout the system with each individual subsystem controlled by
one or more controllers. It uses several interacting computers connected to a serial
network to share the workload. The system contains a process station where the
process is controlled. Control modules in a DCS are loosely connected because most
of the real time control tasks are carried out within the individual process station,
and only ON/OFF signals, monitoring and alarm information are transmitted on

the serial network.
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Figure 1.4: The structure of a DCS
Networked Control System (NCS)

The development of the microprocessor had an impact on the way computers are
applied in controlling whole plants, and by using the chip design all of the unit nodes
can be equipped with a network interface. Figure 1.2 illustrates the structure of
an NCS. Real time data is transmitted on the network, which means that all the

information is available on the network and it is easy to perform control tasks.

1.1.4 Introduction to Networked Control Systems

NCSs are systems that have all of their units connected through a communication
network [6] [54] [56] [39]. They are also called integrated communication and control
systems (ICCS). NCSs are completely distributed and networked real time feedback

control systems [4]. Figure 1.5 shows the structure of networked control systems.

One important feature of NCSs is that, instead of hardwiring the control devices
with point-to-point connections, they are all connected to the network as nodes. All

information (reference input, plant output and control input) is exchanged using a
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Figure 1.5: The structure of a networked control systems

network among control system component.

Recently network systems are widely used in several areas and attention has been

directed to the NCSs.

Several advantages of this implementation include: reduced system wiring, lower
cost, reduced weight and power, increasing system agility, ease of system diagnosis
and maintenance [13].

The insertion of the communication network in the feedback control loop makes
the analysis and design of an NCS complex. The data exchanged hetween NCS
components are exposed to stochastic or deterministic delays [55], [56], losses [15],
[40], and asynchronization [9], [32], which may degrade the performance and even

cause instability of the feedback control loops.

It is well known that NCSs are applied to many fields, including: DC motors [44],
automotives [3], advanced aircrafts [34], spacecrafts, mobile robots [50], robotic

manipulators [43], robots, electrified transportation, and manufacturing processes.
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1.1.5 Fundamental Issue in Networked Control Systems
Network induced delay

The network induced delay in NCSs occurs when all device nodes exchange the
data across the communication network. This delay can degrade the control system
performance and can even destabilize the system if it is not considered. [56] discuses
the network induced delays, single packet or multiple packet transmission of plant

input and outputs, and drop of network packets .

The issue of stability is the main problem in the field of NCSs. Stability regions
and stabilify of an NCS has been analyzed using a hybrid system technique in [56].
The efect of sampling period to the stability of an NCS has been presented in [48].
But the effect of the controller design to the stability of the NCSs was not presented

in these papers.

Network induced delay is one of the main issues detailed in [12}, [53]. In [28], the sta-
bility analysis and control design of an NCS was studied when the network induced
delay at each sampling instant was less than one sampling time. [28] also analyzes
NCSs in the discrete time domain. The network delays were modeled as con-
stant, independently random, and random but governed by an underlying Markov
chain. Linear Quadratic Regulator (LQG) optimal control design was applied for
the different models. In [30], modeling and analysis of real-time systems subject
to random time delay in communication network was discussed and a stochastic
optimal controller was proposed. The results in [28] have been extended to the case

with longer delays in [12].

The stability of NCSs was also formulated by a hybrid system approach, by a

switched system approach with constant controller gain in [20], and by a jump
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linear system approach with random delays in [16] and [53]. Some optimization

and compensation methods were also discussed in [18] and [49].

Single packet

Single packet transmission means that all data which needs to be transmit is stored

in one network packet and transmitted at the same time.

Multiple packet

Multiple packet transmission means that the data is transmitted in separate net-
work packets and may not arrive at the controller and plant at the same time. The
reason for this transmission is that packet networks can only carry limited infor-
mation in a single packet due to packet size constraints. Therefore, large amounts

of data must be separated into multiple packets to be transmitted.

Predictable sampled data for plant outputs and control inputs are assumed to be
delivered at the same time which may not be true for NCSs with multiple packet

transmissions.

Faster sampling rate is desirable in a predictable sampled data system so that the
confrol design and performance can approximate that of the system. But in NCSs,
a faster sampling rate can increase the network load, which in turn results in longer
delay of the signals. Thus finding a sampling rate that can both tolerate the network

delay and achieve the desired system performance is important in NCS design.

Dropping Network Packet

The stability and performance of an NCS is effected by the data packet dropout.

Network packet dropouts happen on an NCS when there are data collisions or
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node failures. Although most network protocols have retry mechanism, they can
only retransmit for a limited time. After this time has expired the packets are
dropped. In addition, for real time feedback control data, such as measurements
and calculated control signals, it may be advantageous to discard the old packet
and transmit a new packet if it becomes available. In this way, the controller always
receives new data for control calculations. Generally, feedback controlled plants can
tolerate a certain amount of data loss, but it is valuable to determine whether the

system is still stable when it drops some data.

The stability problem of NCSs in the presence of network delays and data packet
dropouts has been addressed in [56]. In [56], the stability of the control system is
studied with the network induced delay and packet drops. During the analysis of
stability in the presence of packet drops, it is assumed that all information of the
state is transmitted through the network and it may be lost because of the dropped
packets in the network. The authors use the stability analysis for the system to

find the maximum packet drop rate for which the overall system is stable.

In [28] and [53], the problem of stochastic stability of network control systems with
random time delays has been discussed, with the random time delay being modeled
as a Markov process. Furthermore, in [55], the two delays are modeled as two
Markov chains. The resulting closed loop systems are jump linear systems with
two modes. The last received state is used for feedback if there are delays longer

than one sampling period or if there is a package loss.

1.1.6 Effects of Delays In-the-Loop

The network in the feedback loop aflects the dynamics of the networked control

system in two different ways. The first impact of the network in NCSs is data loss
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due to network congestion. The data transmission protocol like TCP guarantees the
delivery of data packets, so when data is lost the transmitter retransmits the lost
data. However, with UDP no data is retransmitted and dropped data is considered
to be lost. The second impact of the network is the delay of the data. The delay
can be fixed propagation delay or random delay. One important problem of an
NCS is the delay of data transmission between the units of an NCS. These delay

degrade the system performances and destabilize the control system.

1.1.7 Network Delay Model

Regardless of the type of network used, the overall networked control system per-

formance is always affected by network delays.

Network delays may not significantly affect an open-loop control system such as on-
off relay systems in industrial plants. Constant time delay control methodologies
may be directly suitable for controlling a system over the network. The commu-
nication network in the feedback control loop makes the analysis and design of an
NCS complex. To handle network delays in a closed loop control system over a

network, an advanced methodology is required.

Different schemes of time delay control applied to NCSs

Network modeling is, in many cases, required for control design. There are several
models available for network delays depending on the network type and protocols

used. two applicable network delay models are considered in this thesis.

Constant delay The constant delay model is used when the process dynamics at
the plant are much slower than those of the networks and the network delays

are much smaller than the process time constants and delays.
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Random delay The random delay model is acceptable because there are several
events in the network that can cause asynchronous behavior for communica-
tion. Under the shared medium, not all the nodes can transmit data simul-
taneously and thus sometimes they might need to wait for the network to be
idle. In the case of packet collisions, there could be a random back off time

after which the nodes would try to transmit data again.

The time delay compensation schemes are used to compensate the time delay causes
in the feedback loop. Different types of time delay compensation schemes are given

below.
1. PID controller.
2. Smith predictor.
3. Optimal controller.
4. Fuzzy controller.
5. Robust controller.
6. Sliding mode controller.

7. Adaptive controller.

1.1.8 Industrial Applications

e Supervisory Control And Data Acquisition (SCADA) .

It is a computer system that monitors and controls systems, as shown in

Figure 1.6.

¢ Distributed Control System.
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Figure 1.6: Typical SCADA System

It refers to a control system, usually of a manufacturing system, process or
any kind of dynamic system, to monitor and control distributed equipment,
in which the controller elements are not central in location but are distributed
throughout the system with each component sub system controlled by one or
more controllers. The entire system of controllers is connected by networks

for communication and monitoring.

Current implementations of an NCS network architectures are shown in Figure
1.7, Figure 1.8 and Figure 1.9. Note that an NCS allows different devices to
be connected into the same control system. Data transmitted between devices is
either control data, which is time critical, or information data, which only needs
guaranteed delivery. The figures are a summary of several modular manufacturing
systems that integrate control networks and use Ethernet for this implementation.
Every network has a different use depending on applications. We will touch on
some of use networks in this thesis.

In modern manufacturing control systems the goal is to design flexible systems
that can do various tasks with small reconfiguration cost. In these systems several
interacting computers are connected to a serial network to share data. The best

choice to do this task is to use Ethernet. All the inputs of the system (analog and



CHAPTER 1. INTRODUCTION 12

HI$ o

Figure 1.7: DCS implementation in NCS

digital signals) are connected to the cabinet called the distribution cabinet and this
cabinet connects to the processor cabinet called the system cabinet. This cabinet
is connected to the operator or the controller and the information is exchanged via
network. It is important to study the stability of the network. You can use point
to point connection between all the components when they are close to each other,
like in the same factory, which makes the system more reliable. However, when
the components are far from each other, it is best to use a connection through a
communication network.

The use of networks as a media to interconnect the different components in an
industrial control system is rapidly increasing. For example in large scale plants
and in geographically distributed systems, the number and/or location of different
subsystems to control make the use of single wires to interconnect the control system

prohibitively expensive.
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1.1.9 Applications of Networked Control System

e Manufacturing automation factories.

e Power system operation.

Energy management systems (EMS) .

Advanced aircrafts.

L

Mobile sensor networks.

Haptics collaboration over the internet.

Automated highway systems and unmanned aerial vehicles.

1.1.10 Introduction to Networked Predictive Control Sys-

tems

Model Predictive Control (MPC) started during the end of the 1970’s and is also
known as moving horizon control or receding horizon control. It is commonly used
in several areas due to its applications in the control of industrial processes, such
as distillation and oil fractionation, pulp and paper processing. Many approaches
have been proposed for MPC [33], [35], [36].

MPC is a set of algorithms based on the prediction model. The function of a
prediction model is based on past information and future inputs to predict future
output.

In industrial applications MPC is based on the on-line optimization. It optimizes
a certain cost function such that the future control moves are determined. This
cost function involves the future behavior of a system and usually minimizes the

variance when the future output takes the desired trajectory. To implement MPC,
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at every sampling instant k, solutions to an optimization problem over a fixed
number of future time instants, known as the time horizon, are obtained; only the
first optimal control move is implemented as the current control law. At the next
sampling time instant, the measurement is used to update the state estimate and
the same procedure is repeated at time & + 1.

The term MPC does not designate a specific control strategy but a very wide range
of control methods which makes use of a model of a process to obtain the control

signal by minimizing an objective function.

e Explicit use of a model to predict the process output at future time instants

(horizon).
e Calculates a control sequence that minimizes an objective function.

e Receding strategy, so that at each instant the horizon is displaced towards
the future, which involves the application of the first control signal of the

sequence calculated at each step.
MPC has the following advantages over other methods.
e The multivariable case can easily be dealt with.
e It is very useful when the future reference is known (robotics).

e It can be used to control different kinds of processes, from simple dynamic
to complex processes, including systems with long delay times or unstable

processes.

e [t has compensation for dead time.

It has the ability to address:

— Long time delay
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— Inverse response
— Multivariable interaction

— Constraints

The communication networks can transmit all data at the same time, which is
needed in advanced control systems. Networked predictive control can overcome
the effects caused by a network delay. Thus, it is assumed that control predictions
based on received data are packed and sent to the plant side through a network.
The network chooses the latest control value from the control prediction sequences
available on the plant side, which can compensate for the time delay and data
dropouts. The random network delay in the forward channel and feedback channel
makes the control design and stability analysis much more difficult. Some early
results have been obtained in [24], [23], [22], where the network induced delay is

not in the form of a Markov chain.

The MPC approach is effective to handle the input/output constraints and to com-
pensate time delays. This increases the possibility of its application in the synthesis
and analysis of NCSs [7] [52]. In [7], an MPC strategy for multivariable plants was

presented.

The delays were described by stochastic and quantities respectively, but delays
were assumed to be known and fixed. A communication constraint was imposed
to specify all the transmitted data into a region in which the measurements lied at

any time.

In [14], two protocols, TCP and UDP, were considered for NCS with packet losses.

The MPC method was used to compensate the packets dropped at the plant to
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controller side, while zero control was applied when the control packet was lost. In
this case, control signal equals zero when a packet is dropped at the controller to

plant side.

In [27], [52], modified MPC methods were introduced to compensate the delay. Fu-
ture control moves were chosen from the received control sequences to compensate
the delayed control signals. The stability of the system was discussed with the con-
sideration of fixed delay in the plant to controller side and fixed or random delay in
the controller to plant side [27] and a constant control gain was designed with the
assumption that the delay increases by at most one at each step [52]. In [42], an
adaptive predictive controller with a variable horizon was designed and both cur-
rent and future control increment signals were used to update the control signals

of the plant, but no stability was considered.

1.2 Control Design Methodologies

The objective of control design was to design a controller for an NCS so that
the system is stable while providing good performance for the closed loop control
system.

Due to network delay, the methodologies to control an NCS have to maintain the
stability of the system in addition to controlling and maintaining the system perfor-
mance as much as possible. Various methodologies have been formulated based on
several types of network hehaviors and configurations in conjunction with different

ways to treat the delay.
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1.2.1 Predictive Control Design Methodologies

The approach uses an estimate of the plant state and a predictor to compute the
predictive control based on past output measurements. The controller uses past
measurements to calculate the control signal.

The control and past output measurements are stored in a buffer. First, the past
measurements are used to estimate the plant state. Next, using the previous esti-
mate, the plant state is predicted. The predictive control signal is then calculated
and stored in buffer. Since both the estimation and the predictor are model based,

the performance of the system highly depends on model accuracy.

1.2.2 Optimal Stochastic Control Methodology

Nilsson [29], [30], [28] developed an optimal stochastic control methodology for
NCSs. The delay is modeled as a Markov process and assumed to be random. [29]
developed and solved a control problem where data was sent over a communication
network that introduced random time delay. Past time delay are assumed to be
known by the use of time stamps and the probability distribution of future delays
are modeled with a Markov chain. [21] presented an optimal stochastic control
methodology for NCSs with long random time delay, by using a § operator discrete-
time formulation, using dynamic programming approach.

The main idea of this approach is to consider the problem as a Linear Quadratic
Gaussian (LQG) problem. The system dynamics are given in state space and the
optimal controller gain is solved from the LQG problem. This methodology assumes
that total time delay is less than the sample time. Solving the problem requires
past delay and full state information. The optimal stochastic control methodology

treats the effects of random network delays in a NCS as a LQG problem.
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Figure 1.10: Configuration of NCS in the perturbation methodology
1.2.3 Perturbation Methodology

The perturbation methodology considers the difference error between the most
recently transmitted plant output data and the current plant output data as a
perturbation to the system and tries to limit this error. The stability is proven using
the Lyapunov approach on the dynamics of the error. This methodology, denoted
here as the perturbation methodology, can be applied to an NCS on periodic delay
networks and random delay networks.

Several assumptions are required, including error free communications, fast sam-
pling and noiseless observations. The configuration of an NCS in the event-based
methodology is illustrated in Figure 1.10.

[45], [46] and [47], use non-linear and perturbation theory to consider network delay
effects in an NCS as the removing perturbation of the continuous time system under

the assumption that there is no chservation noise.

1.2.4 The Sampling Time Scheduling Methodology

The sampling time scheduling methodology can be used for determining the sensor
sample time of NCS based on the delay sensitivity of each control loop in the
network. It is first to be analyzed using general frequency domain analysis on the

worst case delay bound. [10] developed the sampling time scheduling methodology
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to appropriately select a sampling period for an NCS such that the network delay
does not affect the control system performance, and the NCS remains stable. This
methodology is originally used for multiple NCSs on a periodic delay network, in
which all connections of every NCS on the network are known in advance. However,

it can be used on random delay networks such as CAN [11].

1.2.5 Robust Control Methodology

In robust control methodology, the network induced delays are treated as pertur-
bations to the nominal system and the control design is performed in the frequency
domain using robust control theory. The advantage of this approach is that there
is no need to know the exact delay distributions in advance.

The network delays are assumed to be bounded and can be modeled as simultaneous
multiplicative perturbations. Using this approximation, the Hj,; control method
may be applied and the controller covers the uncertain delays. Robust performance
for randomly time-delayed systems may be achieved using this methodology. |31]
designed a networked controller in the frequency domain using robust control the-

ory.

1.2.6 Fuzzy Logic Modulation Methodology

Fuzzy logic modulation methodology takes advantage of fuzzy logic to update the
controller gains based on the error signal between the reference, the actual output
of the system and the output of the controller. The fuzzy logic modulation method-
ology includes on-line and off-line membership function design by optimization.

[31] proposed the fuzzy logic modulation methodology for an NCS with a linear
plant and a modulated PI controller to compensate the network delay effects based

on fuzzy logic. In this methodology, the PI controller gains are externally updated
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at the controller output with respect to the system output error caused by network

delays.

1.2.7 Event-Based Methodology

Event-based methodology uses the system motion as the reference of the system
instead of time. For example, the distance traveled by an end-effectors of a robotic
manipulator could be converted to a motion reference by a certain mapping. A
planner uses the motion reference as an input to calculate the reference, which
is used in system control. In this way, the event-based methodology maps the
time space into event space and the system stability no longer depends on time.
Thus the network delays will not destabilize the system [43], which introduced the
event-based methodology for networked control of a robotic manipulator over the
Internet. The configuration of NCS in the event-based methodology is depicted in
Figure 1.11.

The output measurement y(f) sent across a network is used as an input for a motion
reference mapping. The mapping converts y(t) to the motion reference s, which
is then used as the input for the planner to compute the reference r(s). Thus,
r(s) becomes a function of y(¢) and is updated in real-time to compensate all
disturbances and unexpected events including network delays. Because the overall

system is not based on time, network delays will not destabilize the system.

1.2.8 End-User Control Adaptation Methodology

End-user control adaptation methodology is based on the ability to measure the
traffic conditions of the network, and the controller parameters are adapted accord-
ingly. In this methodology, the controller can request and update the Quality-of-

Service (QoS) conditions from the network, and if the desired QoS requirements



CHAPTER 1. INTRODUCTION 22

Figure 1.11: Configuration of NCS in the event-based methodology

cannot be met, the controller parameters are adjusted aiming for the best possible
performance. [44] proposed the end-user control adaptation methodology.

The main concept of end-user control adaptation is to adapt controller parameters
with respect to the current network traffic condition or the current given network
Quality of Service (QoS). In this methodology, the controller and the remote system

are assumed to be able to measure network traffic conditions.

1.2.9 Augmented Deterministic Discrete-Time Model Method-

ology

[8] proposed the augmented deterministic discrete-time model methodology to
control a linear plant over a periodic delay network. This methodology can be

modified to support non-identical sampling periods of a sensor and a controller.

1.2.10 Queuing Methodology

Queuing mechanisms can be used to reshape random network delay on an NCS to
deterministic delay such that the NCS becomes time-invariant. The methodologies
to control an NCS that is based on queuing mechanisms are defined as the queuing

methodologies.
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These methodologies have been developed by utilizing some deterministic informa-
tion of an NCS for the control algorithm formulation. An early queuing method-
ology was developed by Luck and Ray [25], [26], denoted here as the deterministic

predictor-based delay compensation methodology.

1.3 Types of Communication Networks

Each network has its own protocols that are designed for a specific range of applica-
tions. Also, the behavior of an NCS largely depends on the performance parameters

of the network. Current candidate networks for an NCS implementation are:
o FireWire [1].
e DeviceNet [17].

Fieldbus.

Ethernet [41].

Wireless networks.

1.3.1 The Network Protocols

We will identify the fundamental issues of the network protocol which are important
for the study of the stability of the system. We will point out the importance of
protocols, which allows the history of the network to be known. There are two

types of protocol available today as shown in Figure 1.12.

1.3.2 Open Protocols

Open protocols are protocols that are written to publicly known industry stan-

dards. A protocol that adheres to these industry standards is compatible with
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= Open Protocols

= Yendor-Specific
Protocols

Figure 1.12: Types of protocols

other protocols written to the same standards. Open protocols are non-proprietary
(not privately owned). A common example of an open protocol is Transmission
Control Protocol/Internet Protocol (TCP/IP), which is used as the standard for

communication over the Internet.

1.3.3 Vendor-Specific Protocols

Vendor-specific protocols are proprietary and have been developed by different ven-
dors for use in specific environments. For example, Novell provides a set of proto-
cols, such as Internetwork Packet Exchange/Sequenced Packet Exchange (1IPX/SPX),
developed specifically for its Net Ware architecture. TCP/IP is an industry-standard
protocol stack (a layered set of protocols) that enables communication in different
networking environments. Because of the interpretability of TCP/IP among differ-
ent types of computers, most networks support TCP/IP.

IPX/SPX is a protocol stack developed specifically for NetWare architecture. The
IPX/SPX stack includes IPX and SPX. IPX defines the addressing schemes used on
a NetWare network and SPX provides security and reliability to the IPX protocol.

IPX is a network-layer protocol that is equivalent to the IP of the TCP/IP protocol
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Figure 1.13: The structure of TCP

stack. SPX provides reliable service at the transport layer. IPX/SPX has the

following characteristics:
e 1t is used on networks with NetWare servers.

s [t is routable. IPX/SPX enables computers in a routed networking environ-

ment to exchange information across segments.

The types of open protocols of the network are given as follows:

1.3.4 Transmission Control Protocol (TCP)

Figure 1.13 shows Transmission Control Protocol (TCP). It is a required TCP/IP
standard protocol that provides a reliable, connection-oriented data delivery ser-
vice between only two computers. Such a communication is known as a unicast.
In connection-oriented communication, the connection must be established before
data can be transmitted between the two computers. After the connection is es-
tablished, data is transmitted over this single connection only. Connection-oriented
communication is also referred to as reliable communication because it guarantees

the delivery of the data at the destination. On the source computer, TCP orga-
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nizes the data to be transmitted into packets. On the destination computer, TCP
reorganizes the packets to recreate the original data.

TCP/IP supports routing and enables computers to communicate across network
segments. Because of this feature, TCP/IP is the standard protocol for communi-
cations over the Internet. Its reliable delivery and global use have made TCP/IP a
necessity for accessing worldwide information networks, such as the Internet. How-
ever, you must configure TCP/IP on all computers with which you want to use the

protocol to communicate. TCP/IP offers the following advantages:

e It is an industry standard. As an industry standard, it is an open protocol

that is not controlled by a single organization.

e [{ contains a set of utilities for connecting dissimilar operating systems. Con-
nectivity between two computers does not depend on the network operating

system of either computer.

e [t uses scalable, cross-platform, client-server architecture. TCP/IP can ex-

pand or shrink to meet the future needs of a network.

1.3.5 User Datagram Protocol (UDP)

Figure 1.14 shows User Datagram Protocol (UDP). It is a transport layer proto-
col that identifies the destination application in network communications. UDP
provides a connectionless packet delivery service that offers fast but unreliable,
best-effort delivery of the data. UDP does not require an acknowledgment for the
data received and does not attempt to retransmit data that is lost or corrupted.
This means that less data is sent, but neither the arrival of packets nor the cor-
rect sequencing of delivered packets is acknowledged or guaranteed. UDP is used

by applications that transmit data to multiple computers by using broadcast or
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Figure 1.14: The structure of UDP

multicast transmissions. It is also used for transmitting small amount of data or
data that is not of high importance. Example uses of UDP include multicasting
streaming media, such as during a live video conference, and broadcasting a list
of computer names, which are maintained for local communication. To use UDP,
the source application must supply its UDP port number as well as that of the
destination application. It is important to note that UDP ports are distinct and

separate from TCP ports, even though some of them use the same numbers.

1.3.6 Internet Protocol (IP)

Figure 1.15 shows Internet Protocol (IP). It helps to identify the location of the
destination computer in a network communication. IP is a connectionless, unreli-
able protocol that is primarily responsible for addressing packets and routing them
between networked computers. Although IP always attempts to deliver a packet,
a packet may be lost, corrupted, delivered out of sequence, duplicated, or delayed.
However, IP does not attempt to recover from these types of errors by requesting
retransmission of the data. Acknowledging the delivery of packets and recovering

lost packets is the responsibility of a higher-layer protocol, such as TCP, or of the
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Figure 1.15: The structure of IP

Figure 1.16: The structure of ICMP

application itself.

1.3.7 Internet Control Message Protocol (ICMP)

Figure 1.16 shows Internet Control Message Protocol (ICMP). It provides trou-
bleshooting facilities and error reporting for undeliverable packets. With ICMP,
computers and routers that use IP communication can report errors and exchange
limited control and status information. For example, if IP is unable to deliver a

packet to a destination computer, ICMP sends a destination unreachable message to
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Figure 1.17: The structure of IGMP

the source computer. Although the IP protocol is used to move data across routers,
ICMP reports errors and control messages on behalf of IP. ICMP does not attempt
to make [P a reliable protocol, because ICMP messages are unacknowledged and
therefore unreliable. It only attempts to report errors and provide feedback on
specific conditions. Although this may not seem effective, it is much more efficient

than using bandwidth to acknowledge each ICMP message.

1.3.8 Internet Group Management Protocol (IGMP)

Figure 1.17 shows Internet Group Management Protocol (IGMP). It is a protocol
that manages the membership lists for IP multicasting in a TCP/IP network. IP
multicasting is a process by which a message is transmitted to a selected group of
recipients, known as a multicast group. IGMP maintains the list of members who
subscribe to each multicast group. All of the members of a multicast group listen
for IP traflic directed to a specific multicast IP address and receive the packets sent
to that IP address. However, because multicasting involves multiple computers,
the packets are sent using the unreliable UDP protocol, which does not guarantee

the delivery of the packets to the multicast group.
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Figure 1.18: The structure of ARP

When multiple computers need to access information, such as streaming media, an
IP address reserved for multicasting is used. Routers that are configured to process
multi cast 1P addresses pick up this information and forward it to all subscribers
of the multicast group associated with the multicast IP address. For multicast
information to reach its recipients, it is important that each router in the path of

communication supports multicasting.

1.3.9 Address Resolution Protocol (ARP)

Located in the Internet layer of the TCP/IP suite, Address Resolution Protocol
(ARP) performs address resolution for outgoing packets. Address resolution, Fig-
ure 1.18, is the process by which IP addresses are mapped to Media Access Con-
trol (MAC) addresses. The network adapters use the MAC address to determine
if a packet is meant for that computer. Without the MAC address, the network
adapters do not know if they are to pass the data to a higher layer for further pfo—
cessing. As the outgoing packets in the IP layer are being readied for transmission
on the network, the source and destination MAC addresses must be added. By

studying the network protocol, we can provide a guaranteed, end-to-end, express
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delivery system for information across the network, we can control how network

bandwidth is allocated to applications.

1.4 Data Transmission Types

Network delay is produced in the process of data transmission. Whether the delay
will cause negative effects to all the data is uncertain, which is closely related to the
type of data transmitted and the real time requirement of this data. In an NCS,
the data transmitted is classified in three types: periodic data, sudden data and

non-real time data [51].

Periodic Data: The periodic data refer to 1/O data of sensors and controllers and
some system monitoring data. The periodic data has a strict limit to time.
A small delay is not allowed in the periodic data transmission, in some cases,
even microsecond time delay is not allowed. For the periodic data only the
updated data is useful. If within the time cycle the data does not arrive or a
data error occurs, the data should be discarded eventually, even if the next
cycle data has been generated. So, in most cases, the periodic data does not

require a refransmission.

Sudden Data: This type of data includes alarms and urgent operation signals.
The sudden data has the most real time requirement, which has more prior-
ity over the periodic data. The sudden data requires an accurate data trans-
mission. The length of the sudden data is short and its volume is relatively

low.

Non-Real Time Data: The non real-time data is composed of programming and
configuration data, which has low real time requirements and allows time

delays in transmission. The length of non-real time data is long and varies
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frequently. The volume of non-real time data is great, in most cases, they
appear as a small file, which has low bandwidth during transmission. But
this type of data is useful and is not allowed to be lost. Fault control and re-
transmission policy are required to guarantee the accuracy of the transmitted

data.

Non-Real Time Data: The non real-time data is composed of programming and
configuration data, which has low real time requirements and allows time
delays in transmission. The length of non-real time data is long and varies
frequently. The volume of non-real time data is great, in most cases, it may
appear as a small file, which has low bandwidth during transmission. But
this type of data can not to be lost. Fault control and retransmission policy

are required to guarantee the accuracy of the transmitted data.

In the above three types of data, the periodic data and sudden data are real time
data. They have different real time requirements. It should meet the time limit
requirement and it is sensitive to the time delay. Otherwise it will affect the stability
of the closed-loop control and the quality of performance. The sudden data require
to be reacted upon as soon as possible and the transmission delay should be as
short as possible while the delay uncertainty is not considered. The sudden data

have more reliability requirements than the periodic data.

1.5 Thesis Overview

The main purpose of this thesis is to investigate the impact of the network delay
on the control performances of the NCSs and the role of the network delay com-
pensation by conducting experiments on a single link mechanical structure driven

by a gearhead DC motor using PD control with no delay compensation and NPC
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with delay compensation. This thesis is organized into five chapters including In-
troduction.

In Chapter 1, the stability of NCSs and the fundamental issue of NCSs are briefly
reviewed, some previous works related to NCSs are reviewed, and the control design
methodologies and details of the network protocol are given.

A model for an NCS is proposed and an RLS algorithm is provided to model the
single link mechanical structure driven by a gearhead DC motor in Chapter 2.

In Chapter 3, the control design of an NPC is discussed and a MPC algorithm
is introduced to compute future control inputs using future set-points and future
outputs model determined from RLS so that network delays can be compensated.
The single link mechanical structure driven by the gearhead DC motor is introduced
in Chapter 4. The experimental results are provided on the implementation of both
PD controller with no delay compensation and NPC with delay compensation.
Comparisons are made on the control performances between the PD controller and
NPC controller.

Chapter 5 gives the conclusion and the future work.



Chapter 2

Modeling

2.1 Modeling

2.1.1 Structure of MPC System

The random network transmission delay of the communication network makes the
analyis of an NCS very complex. This delay can degrade the performance of control
systems and can even destabilize the system. However, a clear advantage in using
a network is that all information can be transmitted from one location to another

at the same time.

Figure 2.1 illustrates the structure of the NPC system which can be separated
into two parts. The first part is the server or controller side, which consists of the
control prediction generator and online identifier. The other part is the client side,

which is connected to the plant.

34
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Figure 2.1: The structure of an NCS
2.1.2 The Time Delay in Networked Control Systems

All the units in the NCS are connected via a communication network. The time it
takes to send/receive the data over the network depends on the load of the network
and scheduling. This transfer time, also called transfer delay and denoted by Ty,
can have different characteristics and can be defined as the difference between the
time when the server wants to send the data and the time when the client receives
this data, see Figure 2.2.

The total time delay consists of three parts: time delay at the server(source), Teerver,
time delay at the network, Teruwork, and time delay at the client(destination), T ient,

and can be calculated by

Tdelay = Tsm‘ver + Tnetwm‘k + lzvdient
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where
Toerver = Tcam]mtatimt + Tencoding + T
Tnetwork = T[t"c + T;‘.ransmiss-ion
Telient - Tdecod.ing + Tcomputatirm
with

T;Lzm't = Tqueue + Tblock

Tm = TPropagatém‘L + Tfra,m.e

The delays are composed of at least the following parts [19].

The time delay at the source node which is the sum of the computation time,
Teomputation, and the encoding time, Tecoding , and the waiting time, T,q;;, which is
the sum of the queue time, Tjeqe , and the blocking time, Thex-

Depending on the amount of data the source node must send and the traffic on the
network, the waiting time may be significant.

The network time delay which includes the total transmission time of data and
the propagation delay of the network. This will depend on data packet size, data
rate, the data density, and the distance between two points (the length of the
transmission cable).

The time delay at the destination node only includes the decoding time, Thecoding

and the computation time, Teomputation, abt the destination node.



CHAPTER 2. MODELING 37

Computation time

Computation time, Toomputation, 15 the length of time required to perform a compu-

tational process.

Waiting Time

The waiting time delay, T,,,:, is the delay, of which a source has to wait for queuing

and network availability before actually sending a frame or a packet out.

Queueing Time

The queueing time, Tyeqe, is the time for the data to wait in the buffer at the
source node while previous data in the queue are sent. It depends on the blocking
time of previous data in queue, the periodicity of data and the processing load. In

some control applications, old data is discarded, making T},.... equal to zero.

Blocking Time

The blocking time, Tiyoex, is the time a message must wait once a node is ready to
send the message. It depends on the network protocol and it is a major factor in
the performance of a control network. It includes waiting time while other nodes

are sending data and the time needed to resend the data if a collision occurs.

Propagation Time

The propagation time, T, opagation, 18 the time for a frame or a packet traveling
through a physical media. The propagation time depends on the speed of the
signal transmission and the distance between the source and destination. For the
worst case, the propagation delay from one end to the other of the network cable

i8 Tyropagation = 25.6ps for Ethernet (2500 m), T,ropagation = 10us for ControlNet
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Figure 2.2: Time delay hetween the server, client and plant

(1000 m), and Tyropagation = Lps for DeviceNet (100 m). The length in parentheses
represents the typical maximum cable length used. The propagation delay is not
easily characterized because the distance between the source and destination nodes
is not constant among different transmissions. Note that Ty opagation in DeviceNet is
generally less than one bit time because DeviceNet is a bit-synchronized network.
Hence, the maximum cable length is used to guarantee the bit synchronization

among nodes.

Frame Time

The frame time, Ttrqme, is the time it takes for the source to place a frame or
a packet on the network. It depends on the size of the data, the overhead, any

padding, and the bit time.

2.2 System Identification

System identification basically builds a model or a system from the data and the
model is a mathematical description that captures the system behavior under a
specific situation.

A recursive least algorithm is used for model identification which is a key factor in

the performance of NPC systems. If the model is not accurate, the control system
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Figure 2.3: The structure of the recursive least-square algorithm

performance is degraded and the system may be unstable. When the plant is chang-
ing, the model should also be able to track these changes. With this application,
we often need to estimate parameters in real time based on data measured from a
dynamical system. The structure of the recursive least-square algorithm is shown
in Figure 2.3.

Let the plant model be given in the form

(I+arz M ragz P +azz P +a,z ")y(t) = 2 Ubotbiz byz 2 bez 3 by 2 ™ u(t—1)

(2.1)
where u(t) is the discrete input signal, y(t) the discrete output signal, and d is
known dead time .

A model of the system Eq. (2.1) can be presented in the form of

y(t) = o' ()0 (2.2)
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where 8 is the vector of unknown parameters defined by
0" = [—wa’lv ceey T Qn, b(h ceey bm} (23)

and @(t) is the vector of regression which consists of measured values of input and

output
e (t) =t — 1)yt —n)ult —d—1),-- ,ult —d—m —1)] (2.4)

Let € be a vector of estimated parameters. Then, the estimated output §(£) can he

calculated from

g(t) = " (1)0

by minimizing the cost function

v = D00~ y())?

Solving this minimization problem gives the following optimal parameter vector

estimate.

-

0(t) = PB; (2.5)

where P, is called a covariance matrix and is defined by
i
P =) (e @)t = (6¢") (2.6)
i=1

and B, is given by

B =Y yli)eli) (27)

with ¢ = [p(1),(2),...p(N)].
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Figure 2.4: Scheme of recursive least square

Three steps for obtaining a recursive computation algorithm is given as follows:

Pirst : Splitting B, and P, From Eq. (2.7)

Bi= 3" uli)e(i) = Y_u(ieli) + y(0)elt)
= By y(0)el) (2.

From Eq. (2.6)
t

P = Y ele @) = Yot () + (0" ()

= P + o) (t) (2.9)

Second : Deriving the recursive formula for P,

Premultiplying P, and postmultiplying P, ; to Eq. (2.9) yield

PP Py = PPN Py + Pao(D)g" (8 Py
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Py = P+ Pip(t)" (1) Piy (2.10)

Postmultiplying ¢(t) gives

Prag(t) = Pep(t) + Pp(t)p” (1) Praip(t) = Pp(t)[1 + 0" (£) P 1p(2)]

_ Pap(t)
L+ @™ (1) Proo(t)

Fip(t)
Postmultiplying @' (£) P, produces

()" ()P

Pp(t)e" (t) Py = , 2.11
WO O = T TP _—
PP (P
P,=F4- . 2.12
L T T ()P () (2.12)
Third : Reducing 8(t) = P, B, to the following recursive form
6(t) = 0t — 1) — Ku((y(t) — &7 (00t — 1)) (2.13)

b L P 1e(t)
Wlth }(t e ml%—goT(ﬁ}lﬁMlip(i}'
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From Eq. (2.5), é(f) = P,B, and é(z‘ — 1) = P,_1B; ;. Therefore,

oty —0(t —1)

= BB —FBs

()" (1) Py -
L+ " (t)Pr1p(t) WBea +yDe)] = For B
D1t () P
= PowOel) = 750 )
_Rpw(‘f)‘f"(t)[l + @T(t)Pth(m
L+ () P 19(t)
P ap(t)e” (1) Poyo(t)y(t)
T+ ") Pyp(t)
P ()" (1) Py Byy
L+ T () Praep(t)

= (Pa-

[Bi—1 +y(t)o(t)]

Pay(t)o(t) — Pryp(8)e” (D)0 — 1)
L+ T(t) Pap(t)

Lap(t) s
[T ) By () W)~ (0= 1)

Ki[y(t) — " (10t — 1)]

Il

The RLS algorithm with a forgetting factor Agrs can be rewritten as

0(1) = 04t 1) 4 T lu(t) = ¢ (i~ )

Pog®d OPy

P=P_— b=
T Xaps + AT () Po(t)

where Ay g is the forgetting factor. The prediction error is

e(t) = y(t) — " (1)0(t - 1)

43

(2.14)

(2.15)

(2.16)
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Figure 2.4 shows a diagram for the scheme of the recursive least square.
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Chapter 3

Design of Networked Predictive

Control

3.1 Design of Networked Predictive Control

We will be discussing the control of a single input, single output (SISO) plant.
We assume a discrete time setting. The current time is time step k and at the
current, time the plant output is y(k). Figure 3.1 shows the previous history of
the output trajectory, set-point trajectory, which is the trajectory that the output
should follow and the value of the set point trajectory at any time ¢ is denoted by
the future set-point.

Networked predictive control is described as follows. At every sampling instant
k the following actions are taken: the plant model is used to predict the output
response to a certain set of future control signals; a cost function of future control
actions and future deviation from the reference trajectory is optimized to give the

best future control sequence. These operations are repeated at time & + 1.

A predictive controller has an internal model which is used to predict the system

45
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Figure 3.1: Set-point, control and output in GPC

behaviour and depends on the future input trajectory, w(k + ilk) (¢ = 0,1,---),
which is to be applied over the prediction horizon. The idea behind this is to select

the input which promises best predicted behaviour.

3.1.1 A Brief History of Industrial MPC

The development of Model Predictive Control (MPC) concepts can be traced to
the work of Richalet [37], [36] and those of Cutler and Ramakter [5] with Dynamic
Matrix Control (DMC)

The basic structure of MPC is shown in Figure 3.2. A model is used to predict
the future plant outputs, based on past and current values and on the proposed
optimal future control action. The future outputs are predicted by past inputs and
outputs. These predictors are designed first according to the model, and then the
control law is designed according to the prediction.

The future inputs are critical components of the predictors. The objective of MPC
is to determine the future inputs in order to drive the process to a desired target.

In MPC the output does not just follow the set-point at one specific point, but
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Uest Fonotion

Figure 3.2: Basic structure of MPC

a trajectory of the set-point. The prediction is not simply one-step ahead but
multiple steps ahead.

In the general case, any desired objective function can be used. Plant dynamics is
described by a process model which can take any required mathematical form. Pro-
cess input and output constraints are included directly in the problem formulation
so that future constraint violations are avoided.

The first input of the optimal input sequence is placed into the plant and the
problem is solved using updated process measurements at the next time interval.
In addition to developing a more flexible control technology, a new process identi-
fication technology has been developed to estimate the dynamic models from test
data. This methodology for industrial process modeling and control is now known
as a Model Predictive Control (MPC) technology.

In modern processing plants the MPC controller is a part of a multi-level order of
control functions.

There are three principles for successfully applying M PC in the system

¢ Prediction model.
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e Receding horizon optimization.
e Feedback correction.

The strategy of the feedback correction is to refresh the prediction model using

on-line identification.

This environment led to the development of a more general model-based control
methodology in which the dynamic optimization problem is solved on-line at each
control implementation. Process inputs are computed to optimize future plant

hehavior over a time interval known as the prediction horizon.

3.1.2 Model Predictive Control

Model Predictive Control (MPC) is an advanced control method which has been
used in the process industries such as chemical plants and oil refineries since the

1980s. Figure 3.1 shows the set-point, control and cutput of MPC

Model Predictive Controllers depend on the dynamic model of the process, most
often a linear model obtained by system identification. MPC uses a parametric
process model to drive the predictor; thus a Diophantine equation needs to be
solved. MPC requires a more general disturbance model design after identifying

the model for the dynamic process [38].

Consider a single-input, single-output (SISO) discrete-time system described by the
following

AlzNy(t) = 2Bz Mult — 1) (3.1)

where y(t) and u(t) are the output and control input of the plant, d is the dead
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time of the system, and A(27!) and B(2~!) are the polynomials

A D =14+az +az 2 +azz 3+ +a,z ™

Bz Y =by+bz 4 bz 4 bz b2

The coeflicients of a polynomial denoted by a upper case are denoted by its corre-

sponding lower case with a numbered subscript, for example,

2

1 1 _ _
A;c(z ) =g+ ag12z  +agsz " +---+ Op 2 "

The general predictive control method is employed to design the conventional pre-

dictive controller.

The main idea of MPC is to calculate a sequence of future control signals in such
a way that it minimizes multistage cost function defined over a prediction horizon.
Thus, instead of calculating one j step ahead prediction and a single control as
in the minimum variance methods, a set of a future prediction and a sequence of

control signals are calculated at each instant. One cost function is

N Ny
Jupc(N, Ny = (w(ttd+k) —j(t+d+8))*+Appe D _(Ault+d+k—1))* (3.2)
Fe=1 k=1

y(t +d + k) is an optimal d + k step ahead prediction of the system output based
on data up to time ¢. N, is the control horizon, N is the prediction horizon with
N, < N, Aypc is the weight factor, and A=1—2"1. Fork=1,2,--- ,N —1, and

w(t + 7) is the future reference trajectory.

The objective of predictive control is to compute the future control sequence u(t), u(t+

1),... insuch a way that the future plant output y(¢ +d+ k) is driven close to the
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future set-point w(t + d + k). This can be done by minimizing Jupc(N, N,,)

The output of the plant can be predicted using the Diophantine equation.

AA(z#])Ej(z”I) + z'"'ij(z‘]) =1

or

A HE; Y+ 2 Rz ) =1

50

(3.3)

where A(z1) = AA(z™Y) = Go+ @12 gz 24a3z 34+ +an 2 D, E;(z1)

is a polynomial of order (j—1), and F;(2') is a polynomial of order n. Multiplying

Eq. (3.1) by AE;(271)27 gives

A Byl +5) = By(= B HAalt+j — d— 1)

Using Eq. (3.3), Eq. (3.4) can be written as

y(t+35) — 2 T F(z Dyt +5) = By(= B Au(t + 5 —d — 1)

which can he written as

y(t +5) = Fi(z Jy(t) + Bi(z ) B(z ) Au(t +j —d 1)

The prediction of y(t + 7) is

Gt +7) = Gz NAu(t +j —d— 1) + Fy(z " y(t)

where G;(z71) = E;(z1)B(z™1)

In order to solve the MPC problem, the set of control signals (u(t), u(t+1),- -,

(3.4)

(3.7)

u(t+
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N)) has to be obtained for the system. As the system considered has a dead time
of d sampling period, the output of the system will be influenced by signal u(f)
after sampling period d + 1.

Consider the following set of N ahead optimal prediction

Yt +d+1/1) = GaprAu(t) + Fay(t)

gl +d+2/1) = Gapplu(t + 1) + Fyoy(l)

gt +d+ N/t) = G Au(t + N — 1) + Fyny(t)

which can be written as :

y = Gu + G(z NAu(t — 1) + F(z YHy(t) (3.8)
where
Gt +d+1/t)
Gt + d +2/1)
Yy =

j(t+d+ NJt)

Au(t)
Au(t +1)

Au(t+ N —1)
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Gd+1,0 0 T 0
, Gd+2,1 Gav20 o 0
T ==
Gd+NN~1 GdiNN-2 ~°° Gd+Np

(Gayi(z™") = gar10)2

(Gay2(z7Y) — Gdy20 — §d+2,1271)32

1

(GdJrN(Z"'l) — GarNg — G172 — -~ Gayn N ZN“l)ZN

Fapa (Zﬂl‘)

Fypa(z?
pny o | B

Fyn(z ™)

The last two terms in Eq. (3.8) only depend on the past and are grouped into h.

y=Gu+h (3.9)
Eq. (3.2) can be written as
Jupo(u,t) = (Gu+h —w)" (Gu+h —w) +  u'u (3.10)
where
w=[wit+d+1) wit+d+2) --- wit+d+N) r (3.11)

Eq. (3.10) can be written as

1 ..
Jupc(u,t) = :éuTGu + b 0+ hy (3.12)
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where

é = Q(GTG + AA;’{PC“{)
b=2G"h—w)
ho = (h —w)" (h — w) (3.13)

The minimum of Jype(u,t), assuming there are no constraints on the control
signals, can be found by making the gradient of Jypc(u,t) equal to zero, which
leads to

u=—Gh (3.14)

Note that the polynomials E;(z ') and F;(z ) are defined by
Bi(z ) =ejotepuz o ez VY

Fi(z Y= fio+ finz 7 oo fjmz "

can be calculated recursively [2] as follows

4

f fiiv1 = fio@ips, 1=0,---,n
Jir1i =
0, i=mn-+1
.
4
€54 i =0,- )Jﬁl
Cir1, =
it
fj,(); t=]
\



Chapter 4

Implementation

4.1 Hardware of the Networked Control System

The networked control system , as in Figure 4.1, is composed of a mechanical struc-
ture, an electrical system, and a network, which will be explained in the following

sections.

ﬁ Cormmunicati

Buffar

Figure 4.1: The setup for MPC
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Mechanical Structure

A mechanical structure is built for the test on the transmission delay compensation
using predictive control. The mechanical structure is composed of one aluminum
link actuated by one gearhead DC motor mamufactured by Maxon Motor. One pot

is used to measure the angular position of the link.

Electrical System

The block diagram for the electrical design is shown in Figure 4.2. It consists
of two circuit boards, one of which is the digital signal processing (DSP) circuit
board custom-made with TMS320F2812 from Texas Instruments and the other
is the motor driver circuit board made with H-bridges LMD18200 from National
Semiconductor. The DSP circuit board is used to collect the feedback signals from
the pot through an analog-digital converter, send the feedback signals to the client
computer through RS232, receive the pulse width modulation (PWM) signals from
the client computer through RS232, and output the PWM signals to the motor

driver circuit board. The motor driver circuit board is used to drive the DC motor.

Computer Network

The network is composed of two computers connected through the campus network
at Lakehead University. One of the computers is used as a client and the other as
a server. The client transfers the data for the feedback signals and PWM signals
between the DSP circuit board and the server computer. The server is responsible
for implementing the network predictive control. UDP/IP communication protocol

is used for data transmission over the network.
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Figure 4.2: Block diagram for electrical design
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4.2 Software of the Networked Control System

The software for the networked control system can be divided into three parts,

programs for the DSP circuit board, the client, and the server.

4.2.1 Programs for the DSP

The programs for the DSP circuit board is written in C using CCStudio 3.3 from
Texas Instruments. The programs include functions of configuring DSP ports,
reading analog feedback signals from the pots, sending/receiving data to/from the
client through serial ports, and outputting the PWM signals to the motor driver

circuit board.

4.2.2 Programs for the Client

The programs for the client include routines related to serial communication be-
tween the client and the DSP circuit board and routines for data transmission
between the client and server using UDP/IP protocol. The programs are written
in C++ using Visual Studio .NET 2003. The synchronization between data from

the DSP and the Server is done on the client.

4.2.3 Programs for the Server

The programs for the server are responsible for calculating the desired trajectories,
collecting feedback signals from the client, computing the errors between the desired
trajectories and feedback signals, identifying system parameters with the recursive
least square algorithm, implementing the model predictive control algorithm to
get predictive feedback signals, generating the PWM signals with the predictive

feedback signals and the future desired trajectories, sending the PWM signals to



CHAPTER 4. IMPLEMENTATION 58

the client, and storing data on a file for further analysis. The programs are also

written in C4+ using Visual Studio .NET 2003.

4.2.4 Communication Protocol

For our experiment, we use the Lakehead University network. The communication
between nodes is done using UDP/IP. Regardless of possible collisions that might

happen on the physical transmission medium.

UDP/IP applications use datagram sockets to establish the communications. An
application binds a socket to its endpoint of data transmission, which is a combi-
nation of an IP address and a service port. A port is a software structure that is
identified by the port number, a 16 bit integer value, allowing for port numbers be-
tween 0 and 65535. The Internet Assigned Numbers Authority (IANA) has divided

port numbers into three ranges.

1. Port numbers 0 through 1023 are used for common well-known services (On

Unix-like operating systems)
2. Port numbers 1024 through 49151 are used for IANA-registered services

3. Ports 49152 through 65535, called dynamic ports, can be used for any pur-
poses. They are used as temporary ports primarily by clients when communi-
cating with servers, from which software running on the host may randomly

choose a port in order to define itself.

4.2.5 Time Delay

It is well known that time delay in the communication may cause instability. To

verify this, some tests have heen conducted on the mechanical structure using PD
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Figure 4.3: The Compensation scheme

control with no delay compensation and predictive control with delay compensation
and comparisons have been made between the test results with and without delay
compensation.

The transmission delay is calculated and compensated on the client. At each sample
instant, the client receives a feedback signal with the time stamp sent by the DSP.
On the other hand, the client sends a feedback signal with the time stamp to the
server every certain number of sample instants. As soon as the server receives the
feedback signal with the time stamp, it calculates future PWMs using the MPC and
send the PWMs, together with the corresponding time stamps, to the client. The
transmission delay is determined based on the difference between the time stamp
most recently received from DSP and the time stamp most recently received from
the server. Only the PWM which has the same time stamp as the time stamp most
recently received from the DSP is sent to the DSP to compensate the transmission

delay. This process can be visualized using Figure 4.3
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4.2.6 Network Delay Measurement

Round trip transmission delays for sending a data packet of 512 bytes from my
research lab to several different places around the world were measured using Ping
Tester - Standard 9.32 with timeout of 1000 ms. The measurement results are
shown in Table 4.1, which include the mumber of times for data lost, the number of
packets sent out and received, the minimum, maximum, and average transmission
time in ms. The test results show that the transmission delay varies from 1 ms
to 300 ms. In this thesis, the delay compensation was tested using NPC for a

maximum transmission delay of about 210 ms.

4.3 Test Results

Three sets of tests have been conducted to verify the impact of the transmission
delay on performances of the networked control system. The first set of tests were
done with a sample period of T,=20 ms and T; =20 ms, 60 ms, 80 ms, 100 ms,
120 ms, 140 ms, and 160ms. The second set of tests were performed with a sample
period of T,=30 ms and T, =30 ms, 60ms, 90 ms, 120 ms, 150 ms, 180 ms, and 210
ms. The third set of tests were performed with a sample period of T,=40 ms and
Ty =40 ms, 120 ms, and 160 ms. The parameters used for the MPC in the tests
are Agrs = 1 (forgetting factor for the RLS), Ayrpc = 0.000145,n = 4,m = 3,d =
1, N =10, N, = 10, and the gains for PD control are &, = 600 and K, = 35.

The aim of the tests is to control the mechanical link to follow a desired trajectory,
called set-point. The set-point is shown as Figure 4.4. Tables 4.2-4.4 list the time
delays T, mean absolute errors for the PD Epp, errors for the NPC Ep, the
minimum time 7y, mean time Thseqn, and maximum time Ty, for transferring

the data through RS232, and the minimum time T'cys,, mean time TCprenn, and
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The setpoint

Angle (degrees)

Time {s)

Figure 4.4: The set-point

maximum time T'¢p, for computing the control input with the NPC. It can be
seen from Tables 4.2-4.4 that the sum of Ty., + Teprar 18 less than one sample

period, which means that the delay caused by the RS232 and control algorithms is

less than the sample period.



CHAPTER 4. IMPLEMENTATION

62
Network IP/Host Number | Number | Number | Thin | Traz | Tavg
place name of of of (ms) | (ms) | (ms)
packets | packets | packets
sent received lost
Argentina | www.argentina.gov.ar | 52151 52065 86 185 | 870 | 201
Thaytel www.tbaytel.ca 6577 6568 9 67 | 1384 | 64
Our lab 10.0.1.1 62118 62116 2 1 652 1
Home 58.68.168.246 48236 48233 3 99 951 | 100
Japan www.nhk.jp 8303 8291 12 200 | 1202 | 235
UK www.bbe.co.uk 9151 9143 8 104 | 1158 | 109
UK www.royal.gov.uk 9151 9143 8 104 | 1158 | 109
USA www.google.com 64048 64045 3 19 790 19
China www.Baidu.com 3481 3467 14 256 | 816 | 263

Table 4.1: Network Delay Measurement




CHAPTER 4. IMPLEMENTATION

Ty

(ms)

Epp
()

Epc
()

IILM in

(mms)

'T}Vlean

(ms)

Tﬂzi ax

(tns)

TC.M ean

(ms)

TCIM ax

(ms)

Tcyrin

(ms)

20

0.0210

0.6094

2.8969

2.8969

2.8969

1.9109

1.9109

1.9109

40

0.0191

0.0097

2.6910

2.6910

2.6910

1.8470

1.8470

1.8470

60

0.0210

0.0097

2.8202

2.8202

2.8202

1.8043

1.8043

1.8043

63

80

0.0209

0.0101

2.8762

2.8762

2.8762

1.8514

1.8514

1.8514

100

0.0235

0.0084

3.0131

3.0131

3.0131

1.8367

1.8367

1.8367

120

0.0233

0.0083

3.0743

3.0743

3.0743

1.9831

1.9831

1.9831

140

0.0237

0.0137

2.8586

2.8586

2.8586

1.8221

1.8221

1.8221

160

0.0237

0.0137

2.8163

2.8163

2.8163

1.8301

1.8301

1.8301

Table

4.2: The test results for

a sample period of 20 ms

(ms)

Epp
©)

Epc

©)

T]&'ﬁ' in

(ms)

TM’ eon

{ms)

TM ax

(ms)

TCMfean

(ms)

TCrron

(ms)

Tc Min

(ms)

30

0.0180

0.0094

3.1645

3.1645

3.1645

1.9406

1.9406

1.9406

60

0.0172

0.0090

3.1148

3.1148

3.1148

1.8856

1.8856

1.8856

90

0.0186

0.0081

2.9616

2.9616

2.9616

1.8637

1.8637

1.8637

120

0.0214

0.0094

3.0351

3.0351

3.0351

1.9619

1.9619

1.9619

150

0.0205

0.0102

2.9409

2.9409

2.9409

1.8556

1.8556

1.8556

180

0.0241

0.0103

2.9627

2.9627

2.9627

1.8974

1.8974

1.8974

210

0.2245

0.0467

2.7201

2.7201

2.7201

1.9781

1.9781

1.9781

Table

4.3: The test results for

a sample period of 30 ms

Ty

(ms)

Epp
©)

Epc

©)

TM in

(ms)

TM ean

(ms)

TM ax

(ms)

TCM’ ean

(ms)

TCJV[{EII?

(ms)

Tcptin

(ms)

40

0.0196

0.0075

3.0629

3.0629

3.0629

1.8887

1.8887

1.8887

120

0.0240

0.0087

3.0629

3.0629

3.0629

1.8645

1.8645

1.8645

160

0.0760

0.0634

3.2749

3.2749

3.2749

1.9206

1.9206

1.9206

Table 4.4: The test results for a sample period of 40 ms
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The setpoinis and the fulure setpoinls The setpoints and the future selpcints
T

Angle {degrees)
Angle {deyrees)

7 ; i i i ; .
238 2388 /Y XH/EH 24 2408 241 2415 242
Time {g) Time {s}

Figure 4.5: The future set-points
The Future Set-Points
The future set-points are calculated by shifting the set-point to the left by a certain
number of the sample periods, which are shown in Figure 4.5.
The Parameters 0

The parameters for the RLS calculated by (2.14-2.15) were learnt on-line and are
shown as Figures from 4.6 to 4.17 for the tests with the sample period of 20 ms, 30

ms, and 40 ms.
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The parameter &1} with Te=0 02s
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Figure 4.6: The parameters #; and 6, with a sample period of 20 ms

The parameter 803} with Ts=012s
T

T T T

= T d0ms
Td=4ims
Td=Blims

Td=8mse

- Td=100ms |

“Td=120ms
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Time (s}

Figure 4.7: The parameters #3 and ¢,

100

-0.07%

41085

The parameter §{4) with Ts=0.02s

. 1 T T T v T
: : : - Td=20ms
Td=40ms
Td=60ms
Td=00ms
Te=10lme
Ta=120ms

“Td=140ms

Tlrné {s}

with a sample period of 20 ms
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et 1w? The parameter 85) with Te=0.02s
D ¥ T T k2 - '

- T T u 3

e Te=20ms
Td=40ms
Td=B0rms

—— Td=Blms
Té=10ms ||

e Td=120ms

Ta=140ms [

Td=80rnz
-~ Td=100ms

i T 120ms

5 i H i i i i
By wm B W E B m e g o 20 30 40 55 6 70 B0 &g 100
Time (s} Time {s}
Figure 4.8: The parameters #5 and 6 with a sample period of 20 ms
st The parameter 87) with Te=0.02¢ ot The parameter 88) with Te=0.02s
8 T T T i T 3 T 15 T H i g ¥ T T T 3
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Figure 4.9:

Time (s}

The parameters 6, and 3 with a sample period of 20 ms
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The parameter 8(1) with Te=0.03s The parameter 802} with Te=0.03s
T T T v ¥ T e T T

] ki)

i e Teé=30me
Td=B0msg
Td=30ms

——Td=120ms

o Te=1E0ms

——Td=180ms
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Figure 4.10: The parameters 6; and 6, with a sample period of 30 ms

The parametsr B3} with Ts=D03s The paramatsr 6{4) with Te=0.03s
0.098 T y T T T T T ¥ T 085 T T T T T T T T
: : : : ~———Td=30ms . : : e Td=30mg
00 - Td=a0ms |] : : : Td=60ms
Td=%0ms : : : : ; Ti=8ms
o ———Td=120ms ) R i e Tg=120ms [}
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Figure 4.11: The parameters 63 and 6, with a sample period of 30 ms
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v

7 The parameter &5} with Te=003s %10 The patameter 85 with Te=0.03s
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Figure 4.12: The parameters 05 and 0 with a sample period of 30 ms
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Figure 4.13: The parameters 6; and 63 with a sample period of 30 ms
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The parameter €1} with Te=004s The parameter 8(2) with Te=004s
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Figure 4.14: The parameters #; and 6, with a sample period of 40 ms

The parameier §(3) with Te=0.04¢ The parameter 8[4) with Ts=0.04¢
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Figure 4.15: The parameters 83 and 6, with a sample period of 40 ms
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Figure 4.18: The tracking performances with a sample period of 20 ms
The Tracking Performance

Figures 4.18-4.23 display the test results on the tracking performances of the me-
chanical link. The test results were collected using the PD controller for the first
60 s and the MPC for the rest of tests. It can be seen that the link controlled by
the MPC with delay compensation tracks the set-point better than the PD control
without compensation. It can also be seen that the PD with no delay compensation
cannot stabilize the closed-loop system when the delay increases to a certain level,
such as 160 ms for the sample period of 20 ms, see Figure 4.21, 210 ms for the
sample period of 30 ms, see Figure 4.22, 160 ms for the sample period of 40 ms, see
Figure 4.23. Note that the response from the MPC control for a sample period of

40 ms went out of bound at about 86 s due to the failure of the physical system.
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The tracking performance with Te=0.02s
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Figure 4.21: The tracking performances with a sample period of 20 ms
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Figure 4.22: The tracking performances with a sample period of 30 ms
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The tracking performance with Ts=0.04¢
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Figure 4.23: The tracking performances with a sample period of 40 ms

The Tracking Errors

The tracking errors are shown in Figures 4.24-4.32. It can be seen that the tracking
errors are smaller with the MPC than the PD across the board. It can also be seen
from Tables 4.2-4.4 that the mean absolute errors increase with the increase of the
delays, however the impact of delays on the tracking performances for the NPC is

smaller than for the PD.

The Controller QOutputs

Figures 4.33-4.38 illustrate the PWM duty-ratios calculated based on the con-

trollers used in the tests.
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The errors with Te=0.04s
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Figure 4.29: The errors with a sample period of 40 ms
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The errors with Ts=0.02s
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Figure 4.30: The errors with a sample period of 20 ms
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Figure 4.31: The errors with a sample period of 30 ms
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Figure 4.32: The errors with a sample period of 40 ms

The P¥Wis with Ts=0.02s
T T i T T T
: S S L i Td=20ms
e | T R i U e e Td=40ms
Td=B0ms
: : : : : : : Td=B0ms
T ] T s e e e ot o |
= Td=120ms
Td=140ms |
E

100 T T T

Dutyratio{%)

Time {s)

Figure 4.33: Controller output PWMs with a sample period of 20 ms
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The PWis with Te=0.03s
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Figure 4.34: Controller output PWMs with a sample period of 30 ms
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Figure 4.35: Controller output PWMs with a sample period of 40 ms
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Figure 4.37: Controller output PWMs with a sample period of 30 ms
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Figure 4.38: Controller output PWMs with a sample period of 40 ms
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Chapter 5

Conclusions and Future Work

The aim of this thesis was to reduce the impact of the network delays on the
control performances of the NCSs using the NPC method with network delay com-
pensation. The fundamental issues related to the NCSs have been discussed and
literature review has been done. The single link mechanical structure driven by a
gearhead DC motor has heen introduced and a networked control system has been
designed for the mechanical structure. The RLS algorithm has been used to iden-
tify a model for the mechanical structure and a MPC algorithm has been employed
to generate future control inputs using future set-points and future system outputs
which are obtained by using the model created by on-line RLS. Both PD controller
with no delay compensation and NPC with fixed delay compensation have been
implemented on the NCS for the mechanical structure and test results have been
collected for analysis. The test results show that the NPC with delay compensa-
tion is very effective on reducing the impact of the networks delays on the control

performances.
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5.1 Future Work

The following topics will be addressed in the future: (1) to compensate time-varying
network delays, (2) to compensate random network delays, (3) to search for other
delay compensation methods to further reduce the impact of the network delays on
the performances of the NCSs, (4) to apply other model prediction control methods,
such as fuzzy logic and neural network, to further improve the control performances

of the NCSs.
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