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A b s t r a c t

Most of the control systems are designed using linear techniques, which have been 

well developed. Practical physical systems are typically nonlinear. Nonlinear control 

is one of the biggest challenges in modern control theory. Nonlinear processes are 

difficult to control because there can be so many variations of the nonlinear behavior.

One of the main recursive procedures to design a nonlinear controller is the back- 

stepping. Adaptive backstepping achieved global stabilization in the presence of un­

known parameters and robust backstepping achieved it in the presence of distur­

bances. The ease with which backstepping incorporated uncertainties and unknown 

parameters, contributed to its instant popularity and rapid acceptance. The back- 

stepping provides a  powerful design tool for nonlinear systems in the lower triangular 

form.

The first part of the thesis is to explain backstepping technique for third order 

nonlinear systems. Robust backstepping technique for a system with bounded un­

certainties and adaptive backstepping technique for a system with linear unknown 

parameters are illustrated and simulated.

The second part of the thesis is to  apply the adaptive backstepping and robust 

backstepping technique to a 2-DOF (degree of freedom) planar manipulator. Experi­

mental and simulation results are obtained and compared with linear (PD) controller 

and nonlinear controller (Lyapunov based algorithm).

i
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Part I

I n t r o d u c t i o n

1
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Chapter 1

Introduction

1.1 Nonlinear Control

Control theory can be described as the process of influencing the behavior of a physical 

system to achieve a desired goal, primarily through the use of feedback. It is important 

in a diverse range of scientific and engineering disciplines, including such things as 

the design of robotic systems.

Linear control is widely used in industrial applications. Most physical systems 

are nonlinear to  various extents. However, if the range of variations of the system 

variables is not wide, then the system may be linearized within relatively small range 

of variation of variables [1], While linearizing the behavior of the system and applying 

traditional linear control methods is an effective method of controlling the system,

2
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there are many reasons, which justify the effort in the development of nonlinear 

control methodologies, as follows:

• Im provem ent o f  E xisting  C ontrol System s [2] Linear control methods are 

only effective around the chosen operating point. Large deviations from this 

point lead to instabilities and the eventual failure of the system to remain in 

the desired position. It is therefore im portant to develop techniques of analysis 

and control design for nonlinear systems.

• Analysis o f Hard N onlinearities [2] In some cases a linear approximation 

of the system is a good enough model for analysis and design, while in others 

the system has dominating nonlinear effects tha t make a linear approximation 

a non-satisfactory model for the system. Saturation and hysteresis are good 

examples for the so-called ’hard nonlinearities’. Their effects cannot be derived 

from linear methods, and nonlinear controllers must be developed to deal with 

the system in the presence of these inherent nonlinearities.

• D ealing w ith  M odel U ncertainties [2] It is not practical to assume th a t 

all the parameters are exactly known for a system to be controlled. There are 

systems whose parameters and models can be accurately obtained. On the 

other hand, there are systems to be controlled with unknown or uncertain pa­

rameters. Uncertainties may result from disturbances or inaccurate knowledge

3
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of the system parameters. In such cases linear controllers may act poorly in 

controlling these systems. Two classes of nonlinear controllers can stabilize 

the system in the presence of such uncertainties. These controllers are called 

robust controllers and adaptive controllers. The adaptive controller estimates 

parameters and calculates the control accordingly. The robust controller allows 

for uncertainty in the design of the fixed controller so it becomes insensitive to 

parameter variations or disturbances [3].

The application of nonlinear control methods was limited due to the mathematical 

complexity associated with the nonlinear control laws. Over the last few years, the 

evolution in computer technology has solved a lot of problems related to the imple­

mentation of nonlinear controllers. Moreover, most of modern applications require 

more stringent control systems.

The most important approach for studying the stability of nonlinear control sys­

tems is the theory introduced in the late 19th century by the Russian mathematician 

Alexandr Mikhailovich Lyapunov. There are two methods introduced by Lyapunov 

for stability analysis of a nonlinear system.

The indirect method, or linearization method, states th a t the stability properties 

of a nonlinear system in the close vicinity of an equilibrium point are essentially the 

same as those of its linearized approximation. The method serves as the theoretical 

justification for using linear control for physical systems, which are always inherently

4
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nonlinear. The direct method is a powerful tool for nonlinear system analysis, and 

therefore, the so-called Lyapunov analysis often actually refers to the direct method. 

The direct method is a generalization of the energy concepts associated with a me­

chanical system: the motion of a mechanical system is stable if its to tal mechanical 

energy decreases all the time. In using the direct method to analyze the stability 

of a nonlinear system, the idea is to construct a scalar energy-like function (a Lya­

punov function) for the system, and to see whether it decreases. The limitation of 

this method lies in the fact th a t it is often difficult to find a Lyapunov function for a 

given system [2].

Lyapunov functions are of fundamental importance in the study of nonlinear sys­

tems. Not only Lyapunov functions are useful in proving stability of nonlinear sys­

tems, they are also an im portant part of certain nonlinear control design methods.

1.2 Basic C oncepts and D efin itions

Some basic concepts and definitions are introduced below.

Equilibrium  Point: A state vector x* is an equilibrium point of the system if 

once x(t) is equal to x*, it remains equal to  x* for all future time.

D efin ition  o f Stability: Let B r  denote the spherical region (or ball) defined by 

|| x  || < R  in state space, and S r the sphere itself defined by || x  ||=  R.

The equilibrium point x  =  0 is said to be stable if, for any R  > 0, there exists

5
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r  > 0, such th a t if || x(0) ||<  r, then || x(t) ||<  R  for all t > 0. Otherwise the 

equilibrium point is unstable.

A sym ptotic  Stability: An equilibrium point is called locally asymptotically 

stable if it is stable, and if in addition there exists some r > 0 such th a t || x(0) ||<  r 

implies that x(t) —> 0 as t —► oo. The ball B r of radius r is called the domain of 

attraction of the equilibrium point. If the convergence to zero occurs for any initial 

condition x(0), the equilibrium point is globally asymptotically stable (GAS).

Sm ooth Function: A smooth function is a function th a t has continuous deriv­

atives up to some desired order over some domain. A function can therefore be said 

to be smooth over a restricted interval such as (a, b) or [a, b]. The number of con­

tinuous derivatives necessary for a function to be considered smooth depends on the 

problem at hand, and may vary from two to infinity. A function for which all orders 

of derivatives are continuous is called a C-infinity function.

Sym m etric Matrix: A square m atrix P is symmetric if P  — P T.

Skew-Sym m etric M atrix: If a m atrix P  is equal to  the negative of its transpose 

P T =  — P  then it is called a skew-symmetric matrix.

Positive Definite: A square m atrix P  is positive definite if xTP x  > 0 for non­

zero x.

Positive Sem idefinite: A square matrix P  is positive semidefinite if xTP x  >  0 

for non-zero x.

6
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N egative Definite: A square matrix P  is negative definite if x TP x  < 0 for 

non-zero x.

N egative Sem idefinite: A square m atrix P  is negative semidefinite if xTP x  < 0 

for non-zero x.

Lyapunov Function Candidate: Let V(x): R n — R  be a continuous function 

with continuous first partial derivatives in the neighborhood of the origin in Rn. If V 

is positive definite then it is called a Lyapunov function candidate.

Lyapunov Function: Consider the system

x  = f ( x ) ,  (1.1)

where x  € Rn. Suppose th a t the origin is an equilibrium point i.e., /(0 ) =  0. The 

equilibrium point x  =  0 is asymptotically stable if there exists a Lyapunov function 

candidate V such that V  is negative definite along the solution trajectories of the 

system, that is, if

V  =  <  °> ^  °>

Then V  is called a Lyapunov function.

LaSalle’s Theorem: Given the system (1 .1), suppose tha t a Lyapunov function 

candidate V is found such th a t V  <  0 along solution trajectories. Then the equilib­

rium point x  =  0 of (1 .1) is asymptotically stable if V  does not vanish identically 

along any solution of (1.1) other than the null solution, i.e., if and only if the only

7
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solution of (1.1) satisfying V  =  0 is the null solution.

1.3 Literature R eview

Nonlinear feedback control has been the topic of hundreds of publications, numerous 

monographs and several comprehensive textbooks such as Khalil (1996b), Vidyasagar 

(1993), and Sastry (1999) [4].

For nonlinear control the 1990s started with a breakthrough: backstepping, a 

recursive design for systems with nonlinearities not constrained by linear bounds. The 

true potential of backstepping was discovered only when this approach was developed 

for nonlinear systems with structured uncertainty [4] [5].

The ease with which backstepping incorporated uncertainties and unknown para­

meters contributed to its instant popularity and rapid acceptance. At the same time, 

its limitation to a class of pure feedback (lower triangular) systems stimulated the 

development of other recursive procedures such as forwarding [4].

Models of physical non-linear systems are prone to different kinds of uncertainties

[6],

W ith adaptive backstepping, Kanellakopoulos, Kokotovic, and Morse (1991a,b) 

achieved global stabilization in the presence of unknown parameters and with robust 

backstepping, Freeman and Kokotovic (1992,1993), and Marino and Tomei (1993b) 

achieved it in the presence of disturbances [4].
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There are many papers, which develop the design methodology and technique for 

adaptive and robust backstepping control on many physical systems [7] [8] [9] [10]

[Ill-

Sliding mode control [12] and Lyapunov redesign are used to robustly stabilize an 

uncertain system when the uncertainty satisfies the matching condition. Backstepping 

can be used to relax the matching condition. [13].

Motivated by the backstepping design technique, a robust and adaptive control 

technique has been introduced using neural networks [14] [15].

The considerable number of publications on the robust and adaptive control of 

robot manipulators has brought many interesting results [16]. Recursive design of 

robust and robust adaptive control with L^-gw i  performance for two-link robot ma­

nipulator has been developed and applied experimentally [17]. A general approach 

for the design of an adaptive position control for robotic systems by the backstepping 

passivity strict-feedback technique has been illustrated by simulation results [18].

To deal with the uncertainties in the dynamics of robotic systems, various control 

methods have been developed, including robust control schemes (e.g. Dawson et al. 

1992) and adaptive control schemes (e.g. Yuan 1995) [5] [16] [17].

In this thesis, we will develop the adaptive and the robust recursive design methods 

(backstepping) for the two-link robot manipulator and compare them with other well- 

developed controllers.
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The advantage of this control technique is tha t it imposes desired properties of 

stability by fixing the candidate Lyapunov functions initially, then by calculating the 

other functions in a recursive way [5].

1.4 Thesis Overview

The thesis is mainly divided into two parts besides the introduction and the conclu­

sion. Nonlinear backstepping design procedures are explained in the first part. The 

application of different controllers on a 2-DOF planar manipulator, including adap­

tive backstepping and robust backstepping, discussed in the first part, are shown in 

the second part. Simulation and experimental results are analyzed and compared.

A general background on nonlinear system and Lyapunov stability theorem is 

discussed in the introduction.

Chapter 2 gives the theoretical background needed in order to understand the 

backstepping design followed by an example and simulations to show the design 

method.

Chapter 3 presents the robust backstepping design procedure theoretically. An 

example and simulations are provided to demonstrate the procedure.

Chapter 4 explains the adaptive backstepping design theoretically with an example 

and simulations to illustrate the design method.

Chapter 5 provides some basic knowledge about robots and describes the experi-
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mental setup used.

Chapter 6 shows the application of PD controller on the 2-link robot manipulator. 

Simulation and experimental results are shown and discussed.

Chapter 7 discusses the performance of nonlinear controllers based on Lyapunov 

direct method on the 2-link robot manipulator by simulation and experimental results.

Chapter 8 demonstrates the robust backstepping controller design on the 2-link 

robot manipulator. Simulation and experimental results are studied.

Chapter 9 illustrates the adaptive backstepping controller design on the 2-link 

robot manipulator. Simulations and experimental results are analyzed.

Chapter 10 concludes the thesis by comparing the main results tha t have been 

reached. Moreover, it includes some proposals for future work.
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Part II

N o n l i n e a r  A d a p t i v e  a n d  R o b u s t  

B a c k s t e p p i n g  C o n t r o l  D e s i g n
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Chapter 2

Nonlinear Backstepping Control 

Design

2.1 Theory

Lyapunov functions are of fundamental importance in the study of nonlinear systems 

and the design procedure of nonlinear controllers including backstepping. Backstep­

ping is a recursive design procedure for systematically selecting the control Lyapunov 

functions (elf) tha t allow the design of nonlinear controllers for a nonlinear system. 

Backstepping is applicable to the systems in the lower triangular form [19].

In this chapter, we will explain the procedure to design backstepping-based con­

trollers for a nonlinear system assuming th a t all parameters are known. This chapter
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is considered an introduction for the next two chapters, which explain the robust 

backstepping techniques for nonlinear systems with bounded uncertainties and the 

adaptive backstepping techniques for nonlinear systems with unknown linear para­

meters.

In what follows, we will illustrate the application of backstepping procedure on a 

nonlinear system in the lower triangular structure.

Consider a SISO nonlinear system of the form

6  =  /i(£ i) +  pi (£1 ) 6

£2 =  £2) + 52(6 ^ 2 )6

£3 =  + 53(^1, ^2,^3)C4

=  /r (£ l j  •••) £r) +  •••> £r)u  (2-1)

with ..., £i) 7̂  0 for all 1 <  i < r, /j(0, ...,0) =  0 for all 1 <  i <  r , and all

functions are smooth, u is the control input.

For simplicity, let r — 3 to show the backstepping design procedure. Equation

(2 .1) can be written as follows
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6  — / l ( 6 )  +  # l ( 6 ) 6

6  =  / 2 (6 ) 6 ) +  <72(6 ) 6 ) 6

6  =  / 3 ( 6 , 6 , 6 )  +  < 73(6 ,6 ,6 )«  (2.2)

We start by choosing the Lyapunov function Vi as follows

W 6 ) =  (2.3)

The derivative of the Lyapunov function is

Vi = 6 6  (2-4)

If 6  were the control, a controller for the first equation of (2.2) would be given by

6  =  « i( 6 ) =  (-C 1 6  -  / i ( 6 )) (2-5)

where 0 :1(6 ) is an intermediate control law called virtual control. We need to make 

the derivative of Vi negative definite when £2 =  <*i(6 )- This is possible when the 

constant ci >  0. The derivative of V\ would be

K  = - c ^  (2 .6 )

To find a function 0 2 (6 )6 ) f°r 6 > fhe virtual control in the second equation of (2.2), 

we introduce the new error variable 6  — a i- Choose the Lyapunov function

Vr2« i , 6 ) =  V1 +  i ( « 2 - a i ) 2 (2.7)
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Then, the derivative of the Lyapunov function is

V2  — V1 + (£2 — a i ) ( / 2(£i,£2) + 5 2 (6 .! £2 ^ 3  — w t^(/i(£ i) +  <7i(£i)£2)) (2-8)
c^i

If £3 were the control, a controller for the second equation of (2.2) would be given by

1

£3 =  a 2(£i,£2) =  —7— r v ( —c2(£2 -  Oi\) ~  f 2 (£1;£2) +  '^7~(/i(£i) +  5i(£i)£2)) (2-9) 

which results that

V2 = - c iei - c 2 ^ 2 - a 1 ) 2  (2 .1 0 )

is negative definite where c2 >  0 .

Introducing the new error variable £3 — 0 :2 , we are finally in the position to design

our actual feedback control u  to stabilize the system by using the Lyapunov function

^3(£l,£2,£3) =  ^2  +  - ( £ 3  — 0 2)2 (2 -1 1 )

The derivative of the Lyapunov function is

V3 — V2 +  (£3 — Q;2)(/3(£lj £2, £3) +  <?3(£i> £2 , £3)^

~  ^ ( / l ( £ l )  + 0 i(£l)£2) -  ^ - ( / 2 (£l,£2) + ^ 2(£l,£2)£s)) (2 -1 2 )

Knowing th a t g\ 7  ̂ 0, g2 7  ̂ 0, and g-,> 7  ̂ 0, we can choose the control u  as follows

u  ~   Tc— 1— r r ( _ ĉ 3 ( £ 3 - 0 2 ) - / 3 (£ 1 , £ 2 , £ 3 )  +  ̂ T :1( / l ( £ l ) + 5 l ( £ l ) £ 2 )  +  ^ 7 ^ ( / 2 ( £ l , £ 2 ) + 5 2 ( £ l , £ 2 ) £ 3 ) )
^3C£i j £2 , £3) o£i Ot, 2

(2.13)
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to make V3 negative definite, tha t is

V3 =  - c i £  -  c2 ( 6  -  « i ) 2 -  c3(& -  a 2 ) 2  (2.14)

where c3 > 0. By Lyapimov stability theorem, the controller (2.13) can stabilize the 

system.

2.2 Exam ple

We will illustrate the design procedure explained in the previous section by the fol­

lowing example

Xl =  x2 +  x\

± 2  =  x% 4- x\ +  x3

x3 =  x 1x2 +  x2x3 +  u (2-15)

Comparing (2.15) to (2.2):

/ i ( 6 l) =  x \ 

5 1 (6 ) =  1 

/ 2(6 , 6 ) =  x l + x l
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<?2(6 , 6 ) =  i

/a(6 , 6 , 6 ) =  XiX2  + x 2 x 3

<?3(6 , 6 , 6 ) =  1 (2.16)

First step is by choosing the Lyapunov function V\

1
V, =  j x j  (2.17)

The derivative of the Lyapunov function is given by

Vi =  Xi i i  (2-18)

If x 2  were the control, a controller for the first equation of (2.15) would be given by

x 2  = aq =  — x l  — Ci%\ (2-19)

Applying (2.19) in Vf, then

Vx = - c lXi (2 .2 0 )

becomes negative definite where cq > 0 .

Introducing the error variable x 2  =  x 2 —cti, the derivative of the Lyapunov function

V2  =  Vi + - x l  (2-21)
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is as follows

V 2 =  Vy +  X2X2

=  x i ( x 2 — C1 X 1 )  +  x 2(xf  +  (x2 + oii)i +  x3 — d i )  ( 2 . 2 2 )

If x3 were the control, a controller for the second equation of (2.15) would be given 

by

Xs = a 2 =  d x -  (x2 4- OLX) 2 -  -  a q  -  c2x2 (2.23)

which makes V2 negative definite by choosing c2 > 0. V2 can be w ritten as follows

V2 =  —c\x\  -  c2x\  (2.24)

The new error variable is x 3 = x3 — a 2. The derivative of the Lyapunov function

W =  ^2  +  \ x \  (2.25)

is given by

V 3  — V 2  +  X3X3

=  Xi(x2 -  C1 X 1 ) + x 2{x\  +  (x2 + Oil)2 +  (x3 +  q 2 ) -  Q i )

+  x 3 (—d 2  +  X\(x 2  +  cti) +  {x2  +  q:i)(x3 +  a 2) +  u ) (2.26)

We are finally in the position to design our feedback control u to stabilize the system.

u = d 2 -  x i ( x 2 +  a i)  -  (x 2 +  a i ) ( i 3 +  a 2) -  x 2 -  c3x 3 (2.27)
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where c3 > 0 .

The feedback control u is able to stabilize the system by making

V3  =  - c i x \  -  c2xI -  C3X3 (2.28)

negative definite.

The simulation results shown in figures 2.1, 2.2, 2.3, and 2.4 were realized using 

Matlab. These figures show the system response for nonlinear backstepping control. 

u  is the control effort. The control parameters are chosen as follows Ci =  10, c2 — 1, 

and c3 =  2. T  — 10s with initial values x lo =  0.1, x 2o =  0.1, and x3o =  0.1.

Figure 2.1: Xi-Nonlinear backstep­

ping control

Figure 2.2: a^-Nonlinear backstep­

ping control

Assuming th a t all parameters of the system are accurately known, nonlinear back- 

stepping controller causes the closed loop states to converge to zero.
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control

In the previous example, overshoots and/or undershoots can’t  be totally elimi­

nated. However, they can be controlled by changing the control parameters.
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Chapter 3 

Robust Backstepping Control 

Design

3.1 Theory

Every mathematical model for a real system is more or less uncertain. The uncertain­

ties may result from disturbances or inaccurate knowledge of the system parameters 

(such as mass, inertia, friction, etc). The need of controllers with high performance 

and guaranteed robustness properties has increased during the last decade.

Model uncertainties should always be bounded; otherwise with absolutely no 

knowledge of the system, the problem becomes ill posed. Given any controller con­

nected to a completely uncertain system, there is always the possibility of making the
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closed loop unstable [2 0 ].

Robust controllers are introduced to stabilize the system in spite of parameter 

uncertainties. In this chapter, we will explain the robust control design using back- 

stepping. It is a procedure by which both a  Control Lyapunov Function (elf) and a 

control law can be determined simultaneously. The robust backstepping technique 

for a third order system in the lower triangular form is developed in this chapter. 

The lower triangular structure for a system with uncertainties is:

Xi  =  4>i (x i ) x 2 +  +  ^ i(z )

X2 =  <fa(Xi}X2 )x 3 + 4 >2 (Xi,X2 ) + 6 2 (x)

±3 =  <p3(x1,X2,X3)x4+'ll)3(xu X2,X3) + 6 3(x)

x r  =  (f)r ( x i ,  . . . , x r ) u  + i p r ( x i ,  . . . , x r )  +  5 r ( x )  (3.1)

where aq £ R,  x2 G R, x 3 G R  ... x r  e R  are state variables and u  G R  is the control 

input. <5i(x), 5 2 ( x ) ,  ^ ( x )  ... 5 r ( x )  are uncertain nonlinearities which are uniformly 

bounded for all values of x .  4 > i ( x i , ..., Xi) ^  0  where 1 < i < r 

(Structural C ondition)

The uncertainty terms 5*(x) for 1 < i < r  satisfy the following structural conditions

i
| £(aOI  <  Y L kj(x i ’ -"’x i ) \ x3 l  * =

j = i

where the nonnegative functions klj for 1 < j  < i and 1 <  i < r are known.
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For simplicity, we will explain the robust backstepping design procedure by as­

suming that r  =  3. The lower triangular form for the third order system is as follows:

±1 =  <pi ( x 1 ) x 2  +  ' tpi{x1) +<5j(x)

X2  =  (j)2 { x u X 2 ) x Z +  ljj2 ( X i , X 2) +  S2 (x)

x 3  =  </>3 ( x 1 , X 2 , x 3) u  +  i/>3 ( x 1 , X 2 , X 3 ) +  6 3 (x)  (3.2)

Step 1 : First x2 is regarded as a control input for the first equation of (3.2). A

control Lyapunov Function, Vi(xi), can be chosen as follows:

Vi(zi) =  (3.3)

We start by designing the smooth function o:i(xi), as will be shown in the example, 

with q:x(0) =  0, so that the derivative of the Lyapunov function V)(xv) satisfies the 

following inequality

Vi < - b xx \  (3.4)

along the trajectories of the first equation of the system (3.2) with x2 =  a x(xi ) .

Step  2 : Let us introduce the change of coordinate x 2  — x 2  — otj (x-i). Then, by 

taking the derivative of x 2, we have

x 2  =  x 2  -  —  Xi
U X \

d a x

(f>2 ( x u x 2 ) x 3 + i p  2 ( x i , x 2 ) + 6 2 (x)  
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-  ~ [ ( j ) i ( x 1 ) x 2  + ipi{xl ) +  <5i(x)]

=  0 2 ^ 1 ,  X 2 ) x 3 + t p 2 ( x i ,  X 2 ) +  (52 (x)

where

< k ( x i , x 2) =  02 (1 1 ,0 :2 )

dot
1p2( x u X2 ) =  'lp2( x l , X 2) ~  - ~ - [ ( f ) i ( x 1) x 2  +  1pi(Xi)}

S2 (x) = S2 (x) -  i(x)

We can rewrite the equation of X\  as follows

x i  =  <f>i(x1) a 1( x 1) + i / > 1( x 1) +  S1(x)  +  x 2<f>i(xi) (3.5)

From the structural condition, S2 (x) satisfies

I <52 (x) | <  | S2 (x) | +  | ~  || 5i(x) |

<  k l \ x i \ + k % \ x 2 \ +  \ ^ \ k \ \ x 1 \

< k l \ x x \  +kj  I x 2  I +k% I ai(ari) | +  | ^  | k\  | aq |

Now we can design the smooth function £*2(ah, x 2), as will be shown in the example, 

with a 2 (0 , 0 ) =  0 , so tha t the derivative of

V2 (xu x 2) = ]<c\ + ^ x 2

satisfies the following inequality

V2 < —byxj -  b2x\  
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along the trajectories of the second equation of the system (3.2) with x 3  = a 2 ( x i , x2).

S tep  3 : Let us introduce the change of coordinate x 3  = x 3  — a 2 (xl , x 2). Then, 

by taking the derivative of x3, we have

da 2  . d a 2  „■
£3 = x3 -  w— £1 -  — £2

O X \  O X  2

=  (/>3 ( x i , x 2 , x 3)u + 'ip3 ( x i , x 2 , x 3) +  5 3 { x )

da2 ,
dxi
da 2

[0 i(x i ) £ 2 +  ipi(xi) +  <5i(£)] 

>2 (xu x 2 )x 3  + ip2 (x 1 , x 2) +  <52(x)]
dx 2

(p3 {x i , x 2 , x 3)u + i)3 ( x i , x 2, £3) +  <53(£)

where

^ 3 (X!,X2 ,X3) =  <f)3{x 1 ,X2 ,X3)

^ 3(x 1 ,X2 ,X3) =  ^ 3 ( x 1 , x 2 , x 3) - — ^[(f)1 ( x i ) x 2 +'ljj 1 ( x 1))
OX 1

-  I ? [ 0 2 ( £ 1 ,  £ 2 ) ^ 3  + ’h ( x i , x 2)]OX 2

4 (X) =  « X )  -  ^ < 5 ,( x )  -  | | « x )

We can rewrite the equation of £ 2 as follows

£2 =  h { X l , X 2 )a 2 (xU X2) + 0 2 (£i , £2) +  s2 (x) + f a ( x i , x 2 )x 3  (3.6) 

The upper bound for <j3(x) can be estimated

l W ) l  <  l « 3 WI  +  I ^ I U . W I  +  I ^ I I W I
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We are finally in the position to design our actual feedback control u  to  stabilize the 

system with respect to

V3 (xu x 2 , x 3) =  ~xf  + ^ x \  +  ^ x 23

so tha t it satisfies the following inequality

V3 <  - b xx\  -  b2 x\  -  b3xl

where fq > 0, b2  > 0, and 63 >  0 .

The steps above have demonstrated the design procedure of the robust backstep­

ping control. In the following example, the same procedure will be applied on a given 

system.

3.2 Exam ple

We will illustrate the design procedure explained in the previous section by the fol­

lowing example

iq =  x 2  +  X\9i 
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Xo =  X3 +  X2Xi02

x3 =  u  +  x xx 2 Q3  (3.7)

Comparing (3.7) to (3.2):

0 l(Xi) =  1

02 0U, X?) =  1

03(Xi,X2,X3) =  1

01 (xX) =  0

02 0h, X2) =  0

0 3(x l,X2,X3) =  0

<0 (x) =  Xj6»i

=  x\xxB2

=  X i X2 03

where ffi, (92, and 03 are unknown parameters tha t satisfy

I 6 1  \< a, I #2 |<  b, | d3  |<  c

for some known bounds a, b, and c.

The function 61 satisfies the inequality j 0  |<  a \ x x | globally. The function 

5 -2 satisfies the inequality | S2  |<  bx\ \ x x | globally. The function S3 satisfies the 

inequality | 53 |<  c | Xi || x2 | globally.
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Starting with the equation

x x = x 2  +  6 XX1

we take Vf(ari) = to obtain

Vi =  x i x 2  + Oixl

If x 2  were the control, a controller for the first equation of (3.7) would be given by

x 2  = ai  = —(b1 + a ) x i  (3.9)

We can rewrite V as follows

Vf — —(&i +  u)X| +  9\X^

< — ( h  +  a ) x \  +  a x \

< - b xx \  (3.10)

Set the new error variable x 2  — x 2  — aa =  x 2  +  (bi +  a)xi. Then, we have

dcti .
x2 =  x2 -  - — Xi

u X \

= x 2  +  (6i +  a ) x  i

=  x 3  +  x \ x i d 2  + ( h  + a ) ( x 2  +  x 1 di)

=  X3  +  (x2 +  c q ) 2 Xx02 +  (fri +  a){x2 +  0 : 1  +  X\Q\)

— ^ 3  T  (bi +  o,)(x2 +  c k i)  +  S2(xi ,  x 2)
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where <52(xx,x2) =  (^2  +  oli)2 xi9 2  +  (£>x +  a)x i 6 x

| $2{x! ,x2) | <  b(x2  +  a i ) 2 | xi | + (6 1  +  a)a | x x 

We can choose the Lyapunov function V2

V2  =  Vx 4- - x 2 

The derivative of the Lyapunov function is given by

V2  — Vi +  x2x2

=  x i ( x 2 +  o.\ +  Q\X\) +  x 2 ( x 3 +  ib\ +  a ) ( x 2 +  a x )  +  S2)

=  xx(ax +  6>xXx) +  x2(xx +  x3 +  (61 +  a)(x2 +  ax)) +  x 2 S2

< —6xX2 xz(x i T  x3 +  (bx +  a)(x2 +  oq))

+  | x2 | (b(x2  +  ax ) 2 | Xx | + ( 6x +  a)a I £1 I)

< - 6xx2 +  x2( x x + x 3 +  (6x + a ) ( x 2 +  ax))

+  | x2 | {b{x2  +  ax) 2 +  (bx +  a)a) | Xx |

< —iqx2 +  x2(xx +  x3 +  (bx +  a)(x 2 +  ax))

+  ^ x 2(6(x2 +  ax ) 2 +  (61 +  a )a ) 2 +  ^ x 2

We now consider x3 as the control variable for the second equation of (3.7). 

design the smooth function a 2  as follows

x 3  = a 2  — —b2 x 2  -  xx -  (bx +  a)(x 2  + a x)

30
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— ^ x 2 ( b ( x 2 +  ay) 2 +  ( b y  +  a ) a ) 2 (3.13)

Applying (3.13) in (3.12), we can rewrite V2  as follows

V2  <  ( - 6 1  +  ^ ) x j  -  b2x j  (3.14)

Set the new error variable x 3 = x 3 — a 2 . Then, we have

x 3 =  x 3 — a 2

ay can be written as follows

tiy =  - ( b y + a ) i y

Replacing ay by its equivalence from equation (3.9), x 2  can be written as follows 

x 2  = - (bi  +  a) 2 x\  +  (61 +  a)x 2  +  x3 +  (x2 -  (by +  a)xy)2 xy92  +  {by +  a)xy6 y (3.15)

a 2 can be written as follows

d a 2 . , d a 2 „■
a 2 =  —— X \  +  —— x 2

u X \  U X 2

=  - b 2X2 — Xy — (by +  a ) x  2 — (by +  a ) d y

-  x 2 ( b ( x 2 +  a y ) 2 +  (61 +  a ) a ) ( 2 b ( x 2 +  ay)(x2 +  d y ) )

—  - x 2 ( b ( x  2 +  a y ) 2 +  ( b y  +  a ) a ) 2

—  — b 2 X 2 —  X y  —  ( b y  +  C j ) x 2 +  ( b y  +  Cl)2 X y

-  X 2 ( b ( x 2 -  (by +  a ) x y ) 2 +  (by +  a ) a ) ( 2 b ( x 2 -  (by +  d ) x y ) ( x 2 -  (by +  a) ±y ) )
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— ~xx2 ( b ( x 2 — (by  +  c t)x i ) 2 +  (61  +  a ) a ) 2
Ci

=  x 2 ( - b y  — a  -  b2) ~  i i { { b i  +  a ) 2 -  1 )

-  x 2 ( b ( x 2 -  (61 +  a ) x  1 ) 2 +  (61  +  a ) a ) ( 2 b ( x 2 -  {by  +  a ) x y ) ( x 2 -  {by +  a ) x y ) )  

x 2 ( b ( x 2 -  (61  +  a ) x  1 ) 2 +  (61  +  a ) a ) 2 (3 .1 6 )
2

From equation (3.16), we can rewrite x?, as follows

Xyy =  i 3 +  X y  ( b y  +  d ) x 2 ~~ ( b y  +  d ) 2 X y

+ x 2 (b(x 2  —  ( b y  +  a)x 1 ) 2  +  ( b y  +  a)a)( 2 b(x2  —  ( b y  +  a)xy)(x 2  —  ( b y  +  a)±y)

+  —x 2 (b(x 2 — ( b y  +  a):ri) 2  +  ( b y  +  n)a ) 2

and from equation (3.15), x 2  can be written as follows

X 2 —  X3  +  (x 2  +  C t y ) 2X y 6 2 +  ( b y  +  d ) ( £  2 +  OLy +  X y O y )  (3.17)

To simplify the equation, the following variables are introduced

m  =  (x 2  — ( b y  +  a)xy)

k  =  b m 2 +  ( b y  +  a)a

I =  by T <2

We can rewrite x 2  as follows

X 2 =  x 3  +  a 2 +  m 2 X  y d 2 +  l (x 2  + a y  +  X y O y )  (3.18)
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We can rewrite x 3 as follows

x 3 =  u  +  x l m 9 3 — ( x 3 — b2x 2 — X i  — ] - x 2 k 2 +  m 2 X i 9 2 +  l x i 9 i )
Z

(—b i  — a  — b2 ) +  (m +  X i  6 i ) ( l 2 — 1) +  2 x 2 k b m ( x 3 — b 2x  2

— xi — ^ x 2 k 2 4- m 2Xi92 +  l x x 9 i  - ! ( m  +  % i 9 y ) )

+  - k 2 ( x 3 — b2 x 2 — x i  — ^ x 2 k 2 +  m 2 X i 6 2 +  I x y Q i )
2 2

=  u  — ( x 3 — b2 x  2 — x x  — ^ x 2 k 2 ) ( — b i  — a  — b2 )

+ m ( l 2 — 1 ) +  2 x 2 k b m ( x 3 — b 2 x 2 — Xi — ^ x 2 k 2 — I m )

+  \ k 2 ( x 3 -  b 2 x 2 -  x x  -  ^ x 2 k 2 ) +  5 3 (3.19)
Z Z

where

<53 =  (Tti93 — (—bi — cl — b2) ( m 292 + 19\) +  (12 — l ) $ i  +  2 x 2kbm^92 +  —k 2(ni292 +  I9±))x\
Z

(3.20)

We can choose the Lyapunov function V3

^3  =  ^2  +  - x |  (3.21)

The derivative of the Lyapunov function is given by

V3  — V2  + x 3 x 3

< - { h  - - ) x \  -  b2 x 22  + x 3 (x2  + x 3) (3.22)
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The uncertain term in V3 can be written as follows

x3<53 =  x3(m03 — ( —61 — a — b2 ){m2 92  +  ^ 1) +  (^2 — l)^ i +  2x 2 kbm3 92

+ ^ k 2 (m 2 92  + Wi))x  1

< c | x x 11 tyi 11 x3 | + 6(61 4- a +  b2)ni | x3 || x x |

+  (fei +  a +  fe2) ^  | x3 || xi | + {l2  -  l)a  | x3 || xi  \

+  2 kb2 m 2  | x2 || m || x3 || Xi | + ~ k 2 m 2b | x3 || xx |

+  ^ k 2la | x3 || xx |

<  - x 2 +  2  c2 m 2 x\  +  \ x \  +  2 b2  {bi + a + b2 )2 m Ax\
8 8

+  q^i T  2 ((&i +  o, +  b2)la +  {I2  — l)a )2x2 
8

+  - x i  +  2 k 2 bArnAm 2 x 1 x \ +  \ x \  +  \ k Am Ab2 x\2  2 j 1 g 1 2 J

+  \ x \  +  ]-kAl2 a2 x \  (3.23)
o  Z

From equations (3.22), (3.23), and (3.19), we are in the position to design our 

actual feedback control u  to stabilize the system.

u =  - 6 3 X 3  -  x 2  +  (x3 -  6 2 x 2  -  Xi -  ̂ x 2 k2)( -bi  — a -  b2) — m( l 2  -  1)

— 2 x 2 kbm(xs — b2 x 2  — xx — \ x 2 k 2  — Im) — \ k 2 {x3 — b2 x 2  — xx — - x 2 k2)
z z z

— 2  c2 m 2 x 3  — 2  b2(bi + a +  b2 )2 m Ax 5  — 2 ((6X +  a +  b2)la +  (1 2  — 1 )a)2x3

— 2 k 2 bAm Am 2 x 3 x\ — ]-kAm Ab2 x 3  — - k Al2 a2 x 3  (3.24)
z z
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The derivative of the Lyapunov function V3 is given by

V3 <  ~ { h  -  |)a:? -  (b2  -  ^ )x\ -  b 3 x j  (3.25)

which implies th a t the controller given by (3.24) will stabilize the system and as will 

be shown in the following figures.

Figures 3.1 - 3.16 show the simulation results, which were carried out on Matlab. 

The control parameters are as follows 61 =  1.9, b 2 =  0.6, and 6 3  =  1. T  = 10s with 

initial values xi 0  =  0.1, x 2l) =  0.1, and x 3o =  0. The upper bounds are chosen as 

follows a =  2, b  =  3, and c =  4.

Simulations were performed using different values of 6 \, 02  and 6 3  as follows:

First set: 9i = 1.5, = 2, #3 =  3. Results are shown in figures 3.1, 3.2, 3.3, and

3.4.

Second set: #1 =  0, 6 -> — 0, 6 3  =  0. Results are shown in figures 3.5, 3.6, 3.7, and

3.8.

Third set: =  —1, 92  =  —1, 93  =  —1. Results are shown in figures 3.9, 3.10,

3.11, and 3.12.

Fourth set: 9\ =  1, 92  — 1, 6 3  = 1. Results are shown in figures 3.13, 3.14, 3.15, 

and 3.16.

The fourth set will be compared with the results of the adaptive backstepping 

control, as will be shown in the next chapter, where the value of 9 is chosen equal to 

1 .

35

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-0.15

Figure 3.1: au-Nonlinear robust back- 

stepping control - 0i =  1.5,02 =  2,03 =  3

Figure 3.2: o^-Nonlinear robust back- 

stepping control - 0i =  1.5,02 =  2,03 =  3

Robust backstepping control makes the closed loop states to converge to zero in 

the presence of bounded uncertainties. However, the control effort is very high. The 

simulation results are quite similar for the four cases, which prove that the robust 

controller is able to stabilize the system even if we change the values of 6 \ , 8 2  and 6 :i 

as long as their absolute values are less than the upper bounds.
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Figure 3.3: ^-Nonlinear robust back- 

stepping control - 9\  =  1.5,02 =  2,03 =  3

Figure 3.4: u-Nonlinear robust back- 

stepping control - 0i =  1.5,02 =  2,03 =  3

0.1

0 -

- 0 .0 2 1-------------- 1 1 1 1 1 1 1 1 1 1
0 1  2 3 4 5 6 7 8 9  10

I

Figure 3.5: -Nonlinear robust back-

stepping control - 0i =  0,02 =  0,03 =  0

Figure 3.6: ^-Nonlinear robust back- 

stepping control - 0i =  0,02 =  0,03 =  0
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-1 2  - 

- 14  - 

- 1 6  -
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0 1  2 3 4 5 6 7 8 9  10

t

Figure 3.7: x'3-Nonlinear robust back- 

stepping control - 91 — 0.02 =  O,03 =  0

Figure 3.9: au-Nonlinear robust back- 

stepping control - 0X =  —1,02 =  —1,03 =

- 1
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0 1 2 3 4 5 5 7 8 9  10

1

Figure 3.8: u-Nonlinear robust back- 

stepping control - 0i = 0,02 = 0,03 =  0

Figure 3.10: ^-Nonlinear robust

backstepping control - 0i =  —1,02 =  

-1 ,03 =  —1
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Figure 3.11: ^-Nonlinear robust

backstepping control - 9± =  —1,02 =

-1,03 -  -1

Figure 3.13: ou-Nonlinear robust

backstepping control - 6\ =  1 , 0 2  =

1,03 =  1

39

•20 1 1 1 1 1 ' 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9  10

t

Figure 3.12: u-Nonlinear robust back- 

stepping control - 0 i =  —1 , 0 2  =  —1 , 0 3  =

- 1

t

Figure 3.14: a^-Nonlinear robust

backstepping control - 0 i =  1 , 0 2  =

1,03 =  1
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Figure 3.15: X3-Nonlinear robust

backstepping control - 6 \ =  1,02 =  

1,̂ 3 = 1
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• 15 •

-20 '--------------- ' 1 1 1 1 1 1 1 1 1
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t

Figure 3.16: u-Nonlinear robust back- 

stepping control - =  1 ,0 2 =  1 ,0 3 =  1
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Chapter 4 

Adaptive Backstepping Control 

Design

4.1 Theory

Adaptive backstepping is a nonlinear control design technique th a t has been devel­

oped in the last decade. This technique achieves the control of nonlinear systems with 

parametric uncertainties. These uncertainties consist of unknown constant parame­

ters which appear linearly in the system equations. In this chapter, we will explain 

the backstepping method for designing an adaptive controller to stabilize the system 

in the presence of these uncertainties.

In previous chapters, for the robust backstepping control design and the nonlinear
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backstepping control design, we used a static feedback control law to stabilize the 

closed loop system. In addition to the static feedback, the adaptive controller employs 

nonlinear dynamic feedback.

The underlying idea in the design of this dynamic part of feedback is parameter 

estimation. Then, the dynamic part of the controller is designed as a parameter 

update law with which the static part is continuously adapted to new parameter 

estimates, hence its name: adaptive control law [19].

The adaptive backstepping design employs more than one estimate per unknown 

parameter. This over parameterization makes the control law complicated and diffi­

cult to implement. The tuning functions are introduced to reduce the dynamic order 

of the adaptive controller to its minimum. The number of parameter estimates is 

equal to the number of unknown parameters. The benefit from this improvement in 

the design is not only for implementation, but also because it guarantees the strongest 

achievable stability and convergence properties.

In the tuning functions procedure, the parameter update law is designed recur­

sively. At each consecutive step we design a tuning function as a potential update 

law. The controller uses these intermediate update laws to compensate for the effect 

of parameter estimation transients. Only the final tuning function is used as the 

parameter update law [19].

The design procedure for a third order system in the lower triangular form is
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developed in this chapter.

Consider the following system

±i = x 2  + (/>i(xi )9

X2  — X3  + (f)2 (x i ,X2)9

±3 =  U + ^ ( X i , X 2 ,Xs)d (4.1)

where 9 is the unknown constant parameter, xi  G R, x 2  G R, x 3  G R  are state 

variables and u £ R  is the control input. 4>io =  0, <p2(s =  0, and (f>30 =  0.

We will start the design procedure by assuming th a t x 2  is the virtual control of the 

first equation of (4.1). Recursively, we will augment the designed subsystem by one 

equation and design a stabilizing function ct, and a tuning function t l. The update 

law for the parameter estimate 9 and the adaptive feedback control u are designed a t 

the final step.

Step  1: If x 2  were the control, an adaptive controller for the first equation of

(4.1) would be given by

x 2  = cti(xi, 9) = -C 1.Z1 -  4>i(xi)9 (4.2)

where z i =  .xq and 9 is the estimation of the unknown parameter. Introducing the

new error variable z2  =  x 2  — an, the iq-equation becomes

Z\ — ot\ +  z 2  +  tf>i(x\)9 (4.3)
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our task in this step is to stabilize (4.3) with respect to the Lyapunov function

where 9 — 6 — 0 is the parameter estimation error. The derivative of the Lyapunov 

function is

Vi =  z i (a x +  z 2  +  4>\0) -  -96
7

=  ^ ( a i  +  z2 + < M ) -  -9 (9  -  70 iz i) (4.5)
7

We can eliminate 9 from Vf with the update law 9 =  yiy where

Ti(x\) =  (j>\{x\)z\ (4.6)

If x 2  were our actual control, we would let z2 =  0, th a t is, x 2  = ct\- Then, V\ = —Cizf.

Since x 2  is not our control, we have z 2  ^  0, and we do not use 6  = j t i  as un update

law. Instead, we retain ti as our first tuning function and tolerate the presence of 9 

in V\\

V\ =  —cizf  +  Z1.Z2 +  9(— 9 +  7|) (4.7)
7

The second term Z\Z2  in V\ will be canceled at the next step.

Step  2 : We now consider x3 as the control variable for the second equation of

(4.1). Introducing the new error variable z$ =  x3 — a 2, the i 2-equation becomes
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dai  . d a i ^
z 2 — z 3 +  a 2 ~  W x l  ~-~# +  02#OX\ (jij

d o i \  d o L \  ~  d o i \  , n  . , n  r  a  n \

=  z 3  + a 2 -  - ^ ~ x 2  ~  —j-9 -  0 i #  +  0 2 #  (4.8)
OX 1 QQ OX 1

Our task in this step is to stabilize (4.3), (4.8) with respect to the Lyapunov function

^2 =  ^1 +  \ %  (4-9)

The derivative of the Lyapunov function is

9 r deni doti ~ d a \  . n . n, r . 1 ~
V2 =  - d z l  +  z 2[zi +  z 3 +  a 2 -  - — x 2 — - —0 - - — 0 i #  +  0 2#  + # ( — 0 +  n )

d x i  89 d x x 7
o  r 9ai doti ~ dcti -

=  - d z L +  z2 [zx + z 3 + a 2 -  ^ - x 2 -  - ^ 9  -  7 ^ 0 1 #  +  02#]

+  #(----9 +  Ti +  z2( — — 0 1 + 02)) (4-10)
7  o x  i

We can eliminate 9 from V2 with the update law 9 = 7 t 2, where

r 2(x i ,x 2,#) =  Ti +2:2( - ” 0 l +  0 2) (4.11)
OX 1

If x'3 were our actual control, we would achieve z3  =  0, that is, x 3  =  a 2. Then, to 

make V2 =  — C\z\ — c2 z\,  we would design a 2  as follows

^  dcti d o \  da.\ ~ .
a 2 (xi, x 2 , 9) =  -Z !  -  c2 z 2  +  —  x2 +  —X-7 T2 +  w— 0i# -  0 2 # (4.12)

OX\ 00 OX 1

Since x3 is not our control, we have z 3  ^  0, and we do not use # =  777 as un update 

law. Instead, we retain r2 as our second tuning function so that the resulting V2 is:

r\ . -1 .

V2  = - c xz\ -  c2 2̂ +  z 2 z3  +  z 2 — ^ ( 7^2 - 9 )  +  #(t2 -----#) (4.13)
5# 7
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The third term z 2 z3  in V2 will be canceled at the next step. 

S tep  3 :The derivative of z 3 is now expressed as

da 2  . d a 2  . da 2  ~
z 3 = x 3 - a 2  = u + (p3v ~  -  "o *̂ 2 -dx 3  d x 2  8 8

, - da 2  da 2  da 2  d a 2  d a 2 '~ ,A 
=  u + <j>ze - ^ X2 - — <j>lQ - — x i - j — <i>2 o - — r e  (4.i4)

OX i OX\ OX 2 OX 2 (j u

We are finally in the position to design our actual update law 9 =  773  and feedback 

control u to stabilize the system with respect to

U  =  U  +  (4.15)

The derivative of the Lyapunov function

Vz = - c i z l  -  c2 z\  +  z 2 ^ - { j t 2 -  6 )
0 6

r ■ , a a dot2 dot2 d a 2 d a 2 d a 2 ~+  z3 [z2  +  u +  (p3 6  — —— x 2  — —— <pi6  — —— X3 — —— cp2 8 ---- 73"^
oxi ox  1 ox 2  ox  2 88

+ 9(t 2  — —8 )
7

9 9 8 ol\ ,=  - c xz x -  c2z2 +  z2—^ ( ^ t2 -  8)
88

r , , a a doi2 doL2 a a d a 2 dot2 j . a doi2 'a+  z3[*  +  n  +  M  ^  - W h 0 -  -  W »]

+ +  (4.16)
7  O T i <9x 2

we can eliminate 8  from V3  with the update law 8  = 7 x3 , where T3 is our tuning
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function

r3 (xi, ar2 , x3, 0 ) =  r 2 +  2 3 (</>3 -  ~  ^ T ^ 2) (4' 17)

We choose the control u as follows

, - d a 2  d a 2  , ; d a 2  da 2  , - da 2  , A
U =  —^2  — C3 Z3 — 0 30 +  —— x 2 +  -7 —  <pi6  +  —— x3 +  —— (p 20  +  +  ^3  (4-18)

ox  1 ox  1 9x 2 ox  2 90

where ?;3 is a correction term  yet to be chosen. V3 becomes

r\

V3  =  -C iz l  -  c2 z\  -  c-3 z\ +  z 2 - ^ - ( ' y r 2  -  0) +  23 u3 (4.19)
0 0

Then, noting that

0 -  i r 2  =  773 -  77-2 =  7 2 3 (0s -  7 ^ 0 1  -  ^ h )  (4-20)
6\El U X  2

we can rewrite K  as

1/3 =  - Cl2? -  C2Z22 -  C3 Z3  + z 3 [v3  -  ^ 2 ^ 7 ( 0 3  -  7 ^ 1  -  (4.21)
9 0  0 X1 ox 2

Now the correction term v3  is chosen as

9«i . , d a 2  da 2
«3 =  z 2 ~ ^ -n /{< p 3 -  — —  01 -  —  02) (4-22)

9 0  0 x 1 9 x 2

Finally, V3 can be written as

Vs =  -C i^i -  c2 z\  -  C3Z3 (4.23)

which means that, according to Lyapunov stability theorem, the controller u  associ­

ated with the update law 0  can stabilize the system.
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4.2 Exam ple

We will illustrate the design procedure explained in the previous section by the fol­

lowing example

Xi = X2  + X1 O

=  x 3 +  x 2xi&

± 3 = u + Xix-2 9 (4.24)

Comparing (4.24) to (4.1):

<pl(x x) =  X\

<h(xi,x2) =  x \x i  

(f>3 {x i ,x  2 ,x 3) =  x i x 2  (4.25)

If x 2  were the control, an adaptive controller for the first equation of (4.24) would be 

given by

x 2  — on =  —C1 X1 — X\Q (4-26)

The derivative of the Lyapunov function

U  =  (4.27)

is as follows
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The new error variable is x 2  — aq. We can choose the Lyapunov function V2

V2  = Vx + ^ ( x 2  — a i ) 2 (4.29)

The derivative of the Lyapunov function is given by

V2  =  Vi +  (x 2  -  a i ) (x 2  -  ax)

=  —C\x\ +  (x2 — a x)xx +  (xl — —9)9
7

+  {x2 - a 1 ){x3  + x l x 1 9 - ^ { x 2 + x l9 ) - ^ r - 9 )
OX I 00

dcx.
=  - c x x \  +  (x 2  -  ai)[xt + x 3  + (x jx i  -  - ~ x x ) 9

-  ^ - ^ 2  +  ( x 22 x i  -  ^ X x ) 9 ]  -  (x 2  -  a i ) ^ - 9  +  {x\ -  -9)9  (4.30)
dxi dxi Q9 7

We now consider x% as the control variable for the second equation of (4.24). The

virtual control

X3  = a 2  = - c 2 (x2  -  ax) -  x ± -  {x\xx -  ^ ~ x x ) 9  +  ̂ ~ Lx 2  + r l  (4.31)
UX\ $X\

can be found to make V2  as
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$Gi
V2  = -C ix f  +  (x 2  -  ai)[xi +  £3  +  « 2  -  0 - 2  +  (x l x i -  f a T x i)Q

-  | ^ x 2] +  [{x2 -  a 1 ) ( x j x 1 -  ^ T * i )  +  x l } 6  -  ix 2 -  ~  P)

_ ± e ( § - f 3 ) - ( x 2 - a 1 ) ^ P - - 6 P  
7  89 7

dot
=  -C i^ i -  c2(x2 -  cti) 2 +  (-^2 -  a i) (x 3 -  <*2) -  (^2  -  au)—^-(0 -  (3) 

89

-  —9(9 -  0) (4.32)
7

where p  =  7 [(x2 -  a i) (x 2xi -  f ^ £ i )  +  x2] and Ti =  =  ^ 7 [(x2 -  ari)(x|xi -

The new error variable is x3 — a 2. We can choose the Lyapunov function V3

V3  = V2 + ~ (x3 -  a 2f  (4.33)

The derivative of the Lyapunov function is given by

V* = V2  +  (x3 -  a 2 )(x 3  

V2 +  (x3 -  a 2)(x3

d 2)

d a 2

dxi
Xi d a 2  . da 2  ~ ~x2 ------ - 9

dx 2 89
da 2  . d a 2  .

-oti -  -z—n )
d n

d a  1
~C\x\ -  c2 (x2  -  a i ) 2 +  (x2 -  aci ) (x3 -  a 2) -  (x2 -  a l ) - ^ - ( 9

89

-9(9
7
da 2  '

P) +  (x3 -  a 2)(u + x tx29
da 2

8 x  1
(x2 +  xi 9)

89
9

da 2  , 8 ai  
da  1 8 x\

(x 2  +  x L 9)
8 6

0 )

+

da2 , 8 t x , .. 8 t i  . 2 , drx ~
W— (w— (X2  +  xi9) +  (x3 +  X2 Xi0) +  - j 0
dri 8 x x dx 2  89
8 ti  da  1 , . dati ~

■ ( ■ 5 — ( x 2  +  x i  0 )  +  — 0 ) ) )

dai 8 x\ 89

da-)
dx 2

( x 3

■ P )

x\x\9)
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We are finally in the position to design our actual update law 9, second tuning function

r 2 and feedback control u to stabilize the system.

/  \  ,  dct2 ^ dot-2 /  , d a 2 .. d a 2 9  . ;u = - c 3 (x3 -  a 2) -  x 2  + a x +  4-5 — x 2  +  2-x— x 3  -  (xxx 2  -  4 - — x x -  2— a^Xi )9 +  r 2
OX\ OX2 OX\ OX2

(4.35)

6  = t ( ( x 3 -  a 2 ){xxx2  -  4 ^ r i  -  2 ^ : r ; ; : r 1) +  -/3) (4.36)
ox  1 ax2 7

, . . .dot2 dot2 9  . 9q !2  ~ ,r2 = (z2 -  a i) ^ - 7(xll2 -  4— x, -  2 ^ x 0  + 4-^-0 (4.37)

which gives

y3 =  - c xx \  -  c2 (x2  -  a x ) 2  -  c3 (x3 -  a 2) 2 (4.38)

The simulation results presented in figures 4.1 - 4.10, which were performed using 

Matlab, show the system response for adaptive backstepping control.

Figures 4.1, 4.2, 4.3, 4.4, and 4.5 represent the first set of simulations with 9 = 1 . 

The control parameters are cx = 1.5, c2 =  4, c3 — 12, and 7  =  0.27. T  = 10s with 

initial values x Xo = 0.1, x 2o =  0.1, x3o =  0, and 90  = 0.1.

The second set of simulations is achieved by choosing 9 = 2 and the results are 

shown in figures 4.6, 4.7, 4.8, 4.9, and 4.10. Control parameters are changed to cx — 6 ,
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C2 =  6 , c3 =  14, and 7  =  0.03 to achieve stability with the same initial conditions 

used for the first set.

Figure 4.1: au-Nonlinear adaptive

backstepping control - 6  =  1

t

Figure 4.2: X2 -Nonlinear adaptive

backstepping control - 6  =  1

Comparing robust backstepping controller discussed in the last chapter with the 

adaptive backstepping controller, for the case where 8  =  1 , we conclude th a t the 

control effort for the robust controller is much higher than the adaptive controller.

The response of the robust controller is faster. However, the percentage overshoot 

and/or undershoot is much higher for x 2  and x 3  when the robust controller is applied 

to the system. Moreover, the control effort for the robust controller is much higher 

than the adaptive controller.
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Figure 4.5: u-Nonlinear adaptive

backstepping control - 0  =  1

Figure 4.6: au-Nonlinear adaptive

backstepping control - 0  =  2
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Figure 4.10: u-Nonlinear adaptive
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Part III

A p p l i c a t i o n  o f  D i f f e r e n t  

C o n t r o l l e r s  o n  2 - D O F  P l a n a r  

M a n i p u l a t o r
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Chapter 5

System and Experimental Setup

5.1 R obotics Background

Robotics technology is likely to become the high technology field of the 21st century. 

Developments in fields such as microprocessors, vision, and artificial intelligence are 

used to fulfill the needs of a competitive worldwide manufacturing industry. Robotics 

technology is finding applications in many other fields as well, such as medicine, health 

care, space exploration, and transportation. Today, robots are used in many ways, 

from lawn mowing to auto manufacturing. Scientists see practical uses for robots in 

performing socially undesirable, hazardous or even ’’impossible” tasks such as trash  

collection, toxic waste clean-up, desert and space exploration, and more.

Robot manipulators are composed of links connected by joints. The joints of

56

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the manipulator may be electrically, hydraulically, or pneumatically actuated. The 

number of joints determines the degrees of freedom (DOF) of the manipulator. The 

workspace of a manipulator is the to tal volume swept out by the end-effector as the 

manipulator executes all possible motions [2 1 ].

V

Figure 5.1: 2 DOF robot manipulator

Robots are usually equipped with internal position sensors (e.g. joint encoders) 

in order to measure the relative position of two neighboring links.

W ith increasing number of joints not only the mobility of the manipulator is en­

hanced, but also the mechanical and electrical problems become difficult to solve, and 

the development of a motion controller becomes a more complex and more expensive 

task.

For many simple handling tasks in robotics, 4 joints are already sufficient. For 

some specific welding and painting applications 5 joints are necessary, and for general-
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purpose applications, a manipulator with 6  joints has to be chosen, which is the 

standard type of an industrial robot. A 6 joints robot offers solutions to a vari­

ety of advanced handling problems, because it provides 6  degrees of freedom in its 

workspace.

To apply different types of nonlinear controllers experimentally, a two-link planar 

manipulator system is used. The dynamics for the robot can be written as follows

where q is the 2 x 1 vector of joint positions, r  is the 2 x 1 vector of applied torques, 

M(q) is the 2 x 2 symmetric positive definite manipulator inertia matrix, C(q,q)q is

gravitational torques. Gravitational torques can be eliminated from our model since 

i t ’s a planar (horizontal) model [17] [22].

Equation (5.1) can be written as follows

M{q)q + C(q,q)q + g(q) =  r (5.1)

the 2 x 1 vector of centrifugal and Coriolis torques, and g(q) is the 2 x 1 vector of

M(q)q + C(q,q)q = r (5.2)

The elements of the inertia matrix M  (q) are given by

M n  {q) — m i l2cl +  m 2 (l\ +  l2 2  +  2 lilC2 Cos{q2 )) +  A +  I 2

M x2 {q) =  rn2{la + hlc2 Cos(q2)) + I 2

M 2 i(q) = m 2 (l2c 2  + hlc2 COs(q2)) +  I 2

M 2 2 {q) — 7^2 ̂ c2 +  2̂ (5.3)
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The elements of the centrifugal and Coriolis m atrix C(q,q)  are given by

Cn (<?,<?) =  - rn2 h lc2 sin(q2 )q2  

Ci 2 (q,q) = - m 2 l1 lc2 sin(q2 )(q1 +  q2)

C-2i{qA) = rn2lilc2sin(q2)qi

C2 2 {q,q) =  0  (5.4)

The meaning of the symbols and their numerical values for the 2-DOF robot ma­

nipulator shown in figure 5.1 and used in the experiment are as follows 

l\ : length of link 1 =  0.74m 

l2  : length of link 2 =  0.475m 

mi : mass of link 1 =  5.106kg 

m 2  : mass of link 2 =  1.1317kg

lCl : distance to the centre of gravity of the link 1 =  0.2293m 

lC2 : distance to the centre of gravity of the link 2 =  0.171m

11 : moment of inertia of link 1 =  0.2158kg.m2

12 : moment of inertia of link 2 =  0.0137kg.m2

5.2 Experim ental Setup

The experimental setup consists of three main parts.
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5.2.1 M echanical A ssem bly

The mechanical setup consists of two links made of aluminum connected through gear 

trains. The joints are actuated by DC motors, P ittm an GM9434H187, via gear trains 

with the optical encoders providing motors position measurements. Each motor has 

a built-in gearbox with a transmission ratio of 1:5.9 and with a no load speed of 

6151rpm. The mechanical assembly has a further gear ratio of 22:64 for the first link 

and 30:86 for the second link.

The voltage equation of the motor can be derived as follows

D  ■ L  T d i ava = R aia +  L —  +  v 
at

T~m kmia

v =  keqm (5.5)

where va is the armature voltage, R a is the armature resistance, ia is the arm ature 

current, L  is the armature inductance, v is the back emf, rm is the motor torque, krn

is the torque constant, ke is the back emf constant, qm is the angular velocity of the

motor.

The gear ratio G causes an increase in the torque seen at the load and a reduction 

in the speed of the load.

r  =  Grm

q =  (5-6)
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The value of the gear ratio should reflect the gear ratio of the link and the motor 

gearbox transmission ratio. G > 1

Finally, neglecting the change in the motor current, the voltage equation of each 

motor link is measured by the following equation

Vi = Ra-pry-Ui  +  keG xqi 
Gi km

V2  =  —U 2  +  keG 2 q2G 2  km
(5.7)

where G± is the gear ratio for link 1 , G 2  is the gear ratio for link 2 , Vi is the arm ature 

voltage for the motor of link 1 , V2  is the armature voltage for the motor of link 2 , and

T =  U

U\

U 2

Qi

Q2

The values used in the simulation and the experiments for (5.7) are as follows 

R a = 2.96 ohms  

Gi =  64/22 * 5.9 

G2  =  86/30 * 5.9 

km = 0.0365N .m /A  

ke = 0.03651/ / ra d /s

The motor is driven by the driver circuitry explained in the following section.
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5.2.2 C ircuitry

To better understand the controller circuit, we will explain briefly two main concepts, 

which are H-bridge and PWM signal.

H -Bridge M odule

A microprocessor cannot drive a motor directly, since it cannot supply enough cur­

rent. Instead, there must be some interface circuitry so tha t the motor power is 

supplied from another power source and only the control signals are provided by the 

microprocessor. This interface circuitry can be implemented by a circuit known as 

the H-bridge [23]. An H-bridge merely consists of 4 switches connected in topology 

of an H, where the motor terminals form the crossbar of the H. In an H-bridge, the 

switches are opened and closed in a manner so as to put a voltage of one polarity 

across the motor for current to flow through it in one direction or a voltage of the 

opposite polarity, causing current to flow through the motor in the opposite direction 

for reverse direction.

Pulse-W idth-M odulation  Control

In pulse-width-modulation (PWM) control [24] [25], the converter switches are turned 

on and off during a half-cycle and the output voltage is controlled by varying the width 

of the pulses. The gate signals are generated by comparing a triangular wave with
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a dc signal. The PWM circuit requires a steadily running oscillator to operate. The 

main disadvantages of PWM circuits are the added complexity and the possibility 

of generating radio frequency interference (RFI). RFI may be minimized by locating 

the controller near the load, using short leads, and in some cases, using additional 

filtering on the power supply leads.

Controller C ircuit D escription

The driver board is divided into two main circuits. Each circuit deals with different 

types of input, analog and digital. The driver board consists of 4 chips: JWD-107-1, 

LMD18200, TL494, and MOC5007.

The LMD18200 is made by National Semiconductor. It is an H-bridge, which can 

supply up to 3 amps continuously a t 55 volts. The motor and the LMD18200 are 

in series with an electromechanical relay. The relay must be enabled by the DAQ 

device. This prevents unwanted motor motion.

In this circuit, the LMD18200 is configured to accept a PWM signal. This type of 

signal encodes both direction and speed information. A PWM signal of 50% means 

motor off. A PWM signal less than 50% makes the motor rotate at ever increasing 

speed as the PWM signal approaches 0%. A PWM signal greater than 50% makes 

the motor rotate at ever increasing speed in the opposite direction as the PWM signal 

approaches 1 0 0 %.
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The circuit will also accept a 0 to +5 volt analog signal. The 3-pin header to the 

immediate right of the relay selects whether the PWM signal comes from the DAQ 

or from the TL494. The DAQ - PWM line is optically isolated from the LMD18200 

to prevent 12 volts from reaching DAQ 5-volt logic devices.

For a given control input, the motor rotation can be reversed by configuring the 

3-pin header to the immediate left of the TL494.

5.2.3 D ata  A cq u isition  M odule

Traditionally, measurements are done on stand-alone instruments of various types- 

oscilloscopes, multi meters, counters etc. However, the need to record the mea­

surements and process the collected data for visualization has become increasingly 

important.

There are several ways in which the data can be exchanged between instruments 

and a computer. A popular way to measure signals and transfer the data into a 

computer is by using a data acquisition board. A typical commercial DAQ card 

contains analog to  digital converter (ADC) and digital to analog converter (DAC) th a t 

allow input and output of analog and digital signals in addition to digital input/output 

channels.

The D ata Acquisition (DAQ) 

dSpace. Controldesk (dspace) is
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DS1102. DS1102 is a single board system, specifically designed for development 

of high-speed digital controllers and real-time simulations. The DS1102 board is 

based on Texas Instruments TMS320C31 third generation floating-point digital sig­

nal processor, which builds the main processing unit
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Chapter 6

PD Controller

6.1 Theory

Most of the present industrial robots are controlled through local PID controllers. 

The PID controller has been shown in practice to be effective for set-point control of 

robot manipulators. The PID controller structure consists of three components, the 

Proportional, Integral, and Derivative part.

Proportional control is the primary alternative to on-off control. If the difference 

between the output signal and its desired value is large, the software should change 

the drive signal a lot. If the error is small, it should change it only a little. If the 

proportional gain is well chosen, the time the system takes to reach a new set-point 

will be as short as possible, with overshoot (or undershoot) and oscillation minimized.
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The control signal in a P controller is given by [26]:

u =  uq +  fcce, (6 -1 )

where u0 is the level of the control signal when we have no control error, e is the error

signal, and K c is the proportional gain of the controller. K c indicates the change in

the control signal per unit change in the error signal.

Unfortunately, proportional control alone is not sufficient in all control applica­

tions. One or more of the requirements for response time, overshoot, and oscillation 

may be impossible to fulfill at any proportional gain setting. The biggest problem 

with proportional control alone is th a t you want to reach new desired outputs quickly 

and avoid overshoot and minimize ripple once you get there. Responding quickly 

suggests a high proportional gain; minimizing overshoot and oscillation suggests a 

small proportional gain. Achieving both at the same time may not be possible in all 

systems.

W ith derivative action, the controller output is proportional to the rate of change 

of the measurement or error. The controller output is calculated by the rate of 

change of the measurement with time. If the output is changing rapidly, overshoot 

or undershoot may lie ahead. In th a t case, we can reduce the size of the change 

suggested by the proportional controller.

In practice, proportional-derivative (PD) controllers work well. The net effect is a 

slower response time with far less overshoot and ripple than  a proportional controller
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alone. The derivative action may also result in difficulties if high frequency mea­

surement noise is present. These difficulties are normally resolved using additional 

filtering techniques.

The control signal in a PD controller is given by [26]:

where Td is the derivative time of the controller.

W ith integral action, the controller output is proportional to the integration of 

the error over the time. Integral action eliminates offset.

The control law of the PID controller is [26]:

where % is the integral time of the controller.

Each of the three components of the PID controller has its own distinctive function 

to fulfill certain control objectives. In actual applications, different permutations of 

the P, I and D components may be used depending mainly on the process and the 

control requirements.

The PD control is able to vanish position error when used for set-point control of 

robot having zero gravitational torques into its dynamic model. The integral term has 

been suggested to eliminate the offset, which appears when robot dynamics having 

gravitational torques is under PD control. We will study in the following section the

u = kc{e + Td— ) (6 .2)

(6.3)
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application of PD control on the 2-DOF planar manipulator.

6.2 Control D esign

In this section, we will show the application of PD controller on the 2-DOF robot 

manipulator. The main goal is to compare the simulation and the experimental 

results with other nonlinear controllers applications as will be shown in the following 

chapters.

The dynamical equation of the robot manipulator is given by

M(q)q + C(q, q)q +  g{q) =  r  (6.4)

The term  g(q) is eliminated due to the absence of the gravitational torques as the 

experimental setup is horizontal. The dynamical equation of the robot manipulator 

is now,

M{q)q +  C(q} q)q =  r  (6.5)

An independent joint PD-control scheme can be written in vector form as

T  = - K pq - K vq (6 .6 )

where q — q — qd =  e is the error between the desired joint displacements qd and 

the actual joint displacements q. K p and K v are diagonal matrices of (positive) 

proportional and derivative gains, respectively. In the absence of gravity, the PD
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control law achieves asymptotic tracking of the desired joint positions. To show that 

the above control law achieves zero steady error, consider the Lyapunov function 

candidate

v  = \ q r K rq + l- q TM(q)q  (6.7)

V is a positive definite function. The time derivative of V is given by

V  =  \ f K p(l +  \ f K pq + \ ? M q  +  ^qTMq  +  ^ qT Mq  

= qTK pq +  qTMq  +  ^ qTMq  

= qTK pq + qT( T - C q ) +  ^qTMq  

= qTK pq + q T T + ^qT{ M - 2 C ) q  

= qT{r + K pq)

(6 .8)

where the last equality results from the fact that, for any robot manipulator, the 

matrix (M (q ) — 2C(q,q)) is skew symmetric. Substituting the PD control law for r  

into the above yields

V  =  qT(—K pq — K vq +  K pq)

=  - q TK vq

(6.9)

which is negative definite.
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It is possible that the manipulator can reach a position where q =  0 but q ^  qci- 

To show that this cannot happen we can use LaSalle’s theorem. Suppose V  = 0. 

Then (6.9) implies tha t q = 0 and hence q =  0 [21], From (6 .6 ) and (6.5)

M(q)q + C{q,q)q = - K pq - K vq (6 .1 0 )

then

0  = - K pq (6.11)

which implies tha t q = 0. LaSalle’s Theorem then implies th a t the system is as­

ymptotically stable. This means th a t q qd when t  —> oo for any initial condition 

g ( 0 ) .

Figures 6.1, 6.2, 6.3, 6.4, 6.5, 6 .6 , 6.7, and 6 .8  are the simulation results when 

applying PD controller on the 2-DOF robot manipulator using Matlab with control 

parameters
“ 2 0  ' '4 O'

K v = K v =
_0 L5 0 2

Time (t) is in sec and motors voltages for link 1 Vi and link 2 v2 are in Volts.

II

V / 2 '

Ad2. 1 to i

Initial values are glo =  0, q2o = 0, glo =  0, and q2o = 0 .  For clearness, the figures for 

9 i> <?i> and q2 are shown in deg. qi and q2 are in deg/sec.
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Figure 6.1: q\ - Simulation result with Figure 6.2: q2 - Simulation result with

PD control PD control

6.3 Experim ental R esults

The experimental results on the 2-DOF planar manipulator shown in figures 6.9, 6.10,

6 .1 1 , 6.12, 6.13, 6.14, 6.15, and 6.16 were realized using Simulink/dSpace environment 

with a sampling period of 0.05sec and with the same units, desired angles, and initial 

values used in the simulation part. To achieve the best results, the control parameters 

are chosen as follows

"2 0  ' '0.5 0  '

K p = K v =
0 1.5 0 0.3

The PD controller is able to stabilize the system, which means th a t q —>■ qd when 

t —> oo. PD control was simulated and experimentally implemented on the robot 

to be compared with other nonlinear controllers as will be further discussed in the
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Figure 6.3: <ji - Simulation result with 

PD control

conclusion.

0  2  4  6  8 10 12 14 16 18

Figure 6.4: q2 - Simulation result with 

PD control
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Figure 6.5: t \ -  Simulation result with 

PD control

Figure 6.7: V\  - Simulation result with 

PD control
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Figure 6.6: e? - Simulation result with 

PD control
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Figure 6.8: V2 - Simulation result with 

PD control
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Figure 6.9: q\ - Experimental result 

with PD control

Figure 6.10: qi - Experimental result 

with PD control

t

Figure 6.11: q\ - Experimental result 

with PD control

t

Figure 6.12: <72 - Experimental result 

with PD control
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Figure 6.13: ei - Experimental result 

with PD control

Figure 6.14: e2 - Experimental result 

with PD control
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Figure 6.15: v \ - Experimental result 

with PD control
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Figure 6.16: v2 - Experimental result 

with PD control

76

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 7

Nonlinear Controller

7.1 Control D esign

In the previous chapter, PD controller was applied on the 2-DOF robot manipulator 

and a Lyapunov function was found to show the global asymptotic convergence of the 

closed loop system. This is considered the first technique for using Lyapunov’s direct 

method for control design. The second technique is shown in this chapter, which 

requires hypothesizing a Lyapunov function candidate and then finding a control law 

to make this candidate a real Lyapunov function.

The controller designed by the second technique is simulated and implemented on 

the 2-DOF robot manipulator. Comparison among these controllers and also other 

controllers discussed in the next chapters will be made.
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To start the design technique, le t’s consider the dynamical equation of the robot 

manipulator without the gravitational torques

M(q)q + C{q,q)q = r  (7.1)

q = q — qd = e is the error between the desired joint displacements q,i and the actual

joint displacements q. The goal is to design r  such tha t q —► q^ as t  —*■ oo. qd is a

constant vector.

Let’s choose

V = \ f q + \ ? K , q  (7.2)

K x is chosen to be diagonal positive definite.

V =  \ f ^  + \o F(i + \ f K lq + ]̂ qTK lq 

= +  ^QTK i Q +  \ < f K xq

= qr q + qTK vq 

=  qT{M~l {r - C q )  + K xq)

(7.3)

Let’s choose r

r  =  Cq — M K xq -  M K 2q (7.4)

K 2 is chosen to be diagonal positive definite. Finally, we obtain

V  =  - q TK 2q (7.5)
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which is negative definite.

Using LaSalle’s theorem, V  =  0 = > q  =  0 = > q  =  0,  then

r  =  - M K xq (7.6)

M(q) is symmetric positive definite for any robot manipulator.

r  =  0 

=t> q =  0

This means th a t q qd, when t —> oo for any initial condition <2(0 ).

By choosing the control parameters

' 1 0  ' '3 O'
K\ = k 2 =

0 2.5 0 3

the simulation results in figures 7.1, 7.2, 7.3, 7.4, 7.5, 7.6, 7.7, and 7.8 obtained 

by Matlab show the system response for the nonlinear stabilizing control based on 

Lyapunov’s direct method.

Time (t) is in sec and motors voltages for link 1 v\ and link 2 v2 are in Volts. 

In order to compare the results with other controllers, same initial values and same 

desired angles are used. qlo — 0, q2o =  0, qlo =  0, q2a =  0, qdl =  7t / 2 , and qd2 = 7t / 2 .

The figures for qi, q2) qt , and q2 are shown in deg. q\ and q2 are in deg/sec.
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Figure 7.1: q\ - Simulation result with Figure 7.2: q2 - Simulation result with

nonlinear stabilizing control based on nonlinear stabilizing control based on

Lyapunov method Lyapunov method

7.2 Experim ental R esults

Simulink/dSpace environment with a sampling period of 0.05sec was used to obtain 

the experimental results on the 2-DOF planar manipulator shown in figures 7.9, 7.10,

7.11, 7.12, 7.13, 7.14, 7.15, and 7.16. These figures show the system response for 

nonlinear stabilizing controller based on Lyapunov’s direct method with the same 

units, desired angles, and initial values used in the simulation part.

The control parameters are chosen as follows

' 2.2 0 ' '0.5 O'
Ky = K 2 =

0 2.5 0 4_

We can conclude from the experimental and simulation results tha t both PD
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Figure 7.3: <h - Simulation result with Figure 7.4: <72 - Simulation result with

nonlinear stabilizing control based on nonlinear stabilizing control based on

Lyapunov method Lyapunov method

controller and nonlinear controller based on Lyapunov’s direct method can stabilize 

the system. There is no big difference between the figures of the two controllers 

for both simulations and experiments. Any small difference can result from the fact 

tha t different control parameters are used. However, V2  is higher when using PD 

control for both simulation and experimental results. Further comparison will be 

done after introducing the robust and adaptive backstepping control for the 2-DOF 

robot manipulator.
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Figure 7.5: e\ - Simulation result with 

nonlinear stabilizing control based on 

Lyapunov method

Figure 7.7: v\ - Simulation result with 

nonlinear stabilizing control based on 

Lyapunov method

Figure 7.6: e2 - Simulation result with 

nonlinear stabilizing control based on 

Lyapunov method

0  2 4  6 8  10 12 14 16 18 20

Figure 7.8: V2 - Simulation result with 

nonlinear stabilizing control based on 

Lyapunov method
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Figure 7.9: qi - Experimental result 

with nonlinear stabilizing control based 

on Lyapunov method

Figure 7.11: qi - Experimental result 

with nonlinear stabilizing control based 

on Lyapunov method

Figure 7.10: q-2 - Experimental result 

with nonlinear stabilizing control based 

on Lyapunov method

Figure 7.12: q2  - Experimental result 

with nonlinear stabilizing control based 

on Lyapunov method
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Figure 7.13: e\ - Experimental result 

with nonlinear stabilizing control based 

on Lyapunov method
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t

Figure 7.14: e2 - Experimental result 

with nonlinear stabilizing control based 

on Lyapunov method

2 4  6 8 10 12 14 16 18 20

Figure 7.15: Vi - Experimental result 

with nonlinear stabilizing control based 

on Lyapunov method

4

- 0 . 5 -------------1------------------1------------------1-------------1------------------1--------------- 1---------------1------------1--------------- 1---------------1
0  2 4 6 8 10 12 14 16 18 20t

Figure 7.16: - Experimental result

with nonlinear stabilizing control based 

on Lyapunov method
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Chapter 8

Robust Controller

8.1 Control D esign

In a previous chapter, robust backstepping control design technique was discussed 

with an example. In this chapter, the objective is to stabilize the 2-DOF planar 

manipulator using the robust backstepping technique in the presence of bounded 

uncertainties in the dynamical equation of the robot. Simulation and experimental 

results will be shown. Let’s start with the dynamical equation of the robot

M{q)q + C(q,q)q + D{q) = t  (8.1)
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t  = u  is the control input. D(q) is the dynamic friction term in the dynamical 

equation of the robot, which can be expressed as [17]

m
diqi c?i 0 'Qi'

_d2q2 _ I(M"TSo
i .92.

D 1
dl 0

0  d2

There exists a positive constant kCl which satisfies the following inequality

II Dxq ||<  kCl || q || (8 .2 )

We can rewrite the dynamical equation of the robot as follows

Q = M(q)~i ( T -  C ( q , q ) q -  D ^ )  (8.3)

q = q — qd — e is the error between the desired joint displacements q,i and the

actual joint displacements q. Let aq =  qi — qd1 = = e\ and x-2 — q-> — qd2 =  Q'l =  f-2 -

The vector A is introduced as

A  =
Xi

Let q\ =  x :i and q2 =  x4. The vector B is introduced as

B  =

then

A = B
’^ 3 ' X i

x4 > 2 ,

86

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



B  =
X3 A i

±A_ A*.

M ~  (u — C B  — D y B )

A =  B (8.4)

First step in the design is by choosing Vy = \ A TA  to obtain

Vy =  - A T A  +  - A t A  
1 2 2 

=  At B (8.5)

If B  were the control, a virtual controller ay would be chosen such tha t

B  =  a  i =  — AxA (8-6)

Vy can be written as follows

Vy =  AT(B +  a y - a y ) = A Tay +  A T( B - a y )  (8.7)

Second step is by choosing V2

V2 =  Vy +  - ( B - a y ) TM { B - a y )

to obtain the derivative of the Lyapunov function V2 as follows

V"2 =  Vy +  ^ { B - a y ) TM ( B - a y )  +  { B - a y ) TM ( B - a y )

=  —ATXyA +  At (B - a y )  +  ^ { B -  a x)TM { B  -  ay)

+  ( B - a y ) TM ( B - ^ A )

=  — AT XyA +  (B — a x)T (A +  M ( B  — +  t̂ M ( B  — op))

(8 .8)

(8.9)
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The matrix (M (q ) — 2C(q,q))  is skew symmetric. This implies M (q ) =  C(q,q) + 

CT{q,q) [2 2 ], then

V2 = - A t AxA  + ( B -  c ^ f i A  + M ( M ~ xu -  M - lC B  -  M ~ XD XB  -  -— -B)
0 - T l

+ i  (C + Cr ) ( B - ai))
1

2 oA

-  l-(C  + CT) a ^ l- C TB) (8.10)

From equation (8.2), V2 can be written as follows

1
V2 < - A TA1A + { B - a l )T {A + u - - C B - M - ^ - B  

-  \ ( C  + CT)a, + \ c TB)

+  || (B -  a i )T |( kCI || B  || (8.11)

Let

B  — B  — ot\ -|- Qx

B  II < || ( B - a , )  | |+  || a ,  ||

< || ( B - a i )  | |+  || A, INI A || (8.12)

We can rewrite V2 as follows

1
V2 < - A TAlA + ( B - a l )T{A + u - - C B - M - ^ - B

A uJ\l

~  + C T)a1 + - C T B)
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+  || (B  — a x) || &C1[|| (B — a>i) || +  || Xi |||| A  ||] 

<  - A T\ l A  + ( B -  a i )t (A + u -

-  ± (C  + CT)ai + \ ( C T - C ) B )

+ || (-B — «i) || kci || (B  — a\)  ||

4- || (B  — a x) || kCl || Ai |||j A  ||

<  - A T\ lA + ( B - a l )T(A + u - M ^ B

-  \ { C  + CT) a , +  l- ( C T - C ) B )

+  (B  -  O i x f k ^ B  -  a x) 

+  2^cx II IP (B ~  a i)T{B -  « i)  +  - ATA

< - A TXxA + - A TA  + ( B - a 1)T {A + u - M ~ B  
~  2 v <9,4

-  t (C  + C '> 1 + l ( C T - C ) B

+  ( 5  — aj) fcc i ( l  +  - k Cl || Ai ||2)) ( 8 . 13 )

W e  a r e  i n  t h e  p o s i t i o n  t o  d e s i g n  o u r  a c t u a l  f e e d b a c k  c o n t r o l  u t o  s t a b i l i z e  t h e  s y s t e m .

u = - \ 2( B - a 1) - A  + M ^ B
oA

+ \ ( C  + C T) a , - \ ( C T - C ) B

-  ( B - a , ) M l  +  i*01 II I t )  ( 8 - M )

T h e  c o n t r o l l e r  u c a n  s t a b i l i z e  t h e  s y s t e m  b y  c a u s i n g  V2 t o  b e  n e g a t i v e

V2 < - A t X1A  +  ^ A TA - { B -  a x)TX2(B -  a x) (8.15)
Zi
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The simulation results in figures 8.1, 8.2, 8.3, 8.4, 8.5, 8 .6 , 8.7, and 8 .8 , which 

were carried out on Matlab, show that the robust backstepping controller is able to 

stabilize the system in the presence of uncertainties.

Time (t) is in sec and motors voltages for link 1 v\ and link 2 v2 are in Volts.

Initial values and desired angles are chosen like the one used for other controllers.

=  0 , q2o =  0 , qi0 = 0 , q2a =  0 , qdl =  t t /2 , and qd2 =  t t / 2 .

The figures show the results by choosing fcCl =  0.05. By changing the value of Di,  

the robust controller can stabilize the system as long as equation (8 .2 ) is satisfied.

Control parameters are chosen as follows

'0.6 0 ' '2 0 '

Ai — A2 —
0 0.9 0 1.5

The figures for qi, q2, , and q2 are shown in deg. q\ and q2 are in deg/sec.

8.2 Experim ental R esults

In the same environment (Simulink/dSpace) with the same sampling period (0.05sec) 

of the controllers discussed in the previous chapters, robust controller was imple­

mented on the 2-DOF robot manipulator. Experimental results are shown in figures 

8.9, 8.10, 8.11, 8.12, 8.13, 8.14, 8.15, and 8.16.

The same initial values, units, and same desired angles of the simulation part 

are used for the experimental part. To achieve stability, control parameters for the
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Figure 8.1: qi - Simulation result with Figure 8.2: q2 - Simulation result with

robust control robust control

experiment are:
0.01 0 ' '0.01 0 '

Ai = A2 —

0 0.9 0 0.2

kCl =  0.05. The figures for qx, q2, qx. and q2 are shown in deg. qx and q2 are in 

deg/sec.

In practical system, modeling error is unavoidable. A control scheme is needed 

tha t guarantees robustness in the presence of the modeling error. Experimental works 

were carried out to evaluate the performance of the robust backstepping controller. 

The controller can stabilize the system in spite of the presence of model inaccuracy. 

This means th a t q qa when t —» 0 0 . Hence, the effectiveness of the proposed 

controller is verified. More comparison with other controllers will be discussed in the 

conclusion.
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Figure 8.3: 4i - Simulation result with 

robust control

100 

80 

60

3

40 

20 

0 

-20
0 2 4 6 8 10 12 14 16 18 20I

Figure 8.4: qi - Simulation result with 

robust control

t

Figure 8.5: e\ - Simulation result with 

robust control

Figure 8.6: e?- Simulation result with 

robust control
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Figure 8.7: Vi - Simulation result with 

robust control

Figure 8.8: v? - Simulation result with 

robust control

t

Figure 8.9: qi - Experimental result Figure 8.10: <j2 - Experimental result

with robust control with robust control
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Figure 8.11: q% - Experimental result 

with robust control

Figure 8.12: q2 - Experimental result 

with robust control

6  8 10 12 14 16 18 20

Figure 8.13: ej - Experimental result 

with robust control

6 8  10 12 14 16  18 20

Figure 8.14: e2 - Experimental result 

with robust control
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Figure 8.15: v\ - Experimental result 

with robust control

.3 I- - - - - - - - - - - - i- - - - - - - - - - - - 1- - - - - - - - - - - - 1- - - - - - - - - - - - 1- - - - - - - - - - - - 1- - - - - - - - - - - - 1- - - - - - - - - - - - 1- - - - - - - - - - - - 1- - - - - - - - - - - - 1
0  2 4 6  8 10 12 14 16  18

Figure 8.16: vi - Experimental result 

with robust control
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Chapter 9

Adaptive Controller

9.1 Control D esign

In this chapter, we will assume th a t the inertia for the robot is an unknown parameter.

The objective of this chapter is to prove by simulations and experiments tha t the

adaptive controller can stabilize the system in the presence of this unknown parameter 

using the backstepping technique. The dynamical equation of the robot is given by

M{q)q + C(q,q)q = t  (9.1)

t  =  u is the control input. We can rewrite the dynamical equation of the robot as 

follows

q = M ( q ) - 1( T -C (q ,q )q )  (9.2)
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The elements of the inertia m atrix M(q)  are given by

=  rn y lh  +  771-2 (̂ 1 T ^2 +  ^1^c'2c o s (Q2)) T I \  +  I 2 

Mtfiq)  =  m 2^c2 +  hlc2cos{q2)) +  I 2

M ‘2i(q) =  ^ 2 (^ 2  +  hlc2Cos(q2)) +  I 2

M 22 {q) =  ^ 2 ^ 2  +  I2 (9.3)

We will assume that the inertia of link 1, i i ,  and the inertia of link 2, / 2, are the 

unknown parameters. The inertia matrix M  can be written as follows

M n (q) 

M n {q) 

M 21 (q) 

M 22 (q)

m i  4  +  77i2 ( ^  +  I22 +  2lilC2CO$(q2)) +  6\  +  0 2

3" hlc2cos(q2)) +  02

m 2^c2 +  hlc2COs(q2)) +  #2

m 2̂ c2 +  $2 (9.4)

M

Let

m l ^ c l  " k  ^ 2(^1  +  ^ c 2  +  2 / i / c 2 C O s ( g 2 ) )  m 2 ( l c 2  " k  M c 2 C O s ( < 7 2 ) )  

m 2 ( Z ^2 +  k l C2 C O s { q 2 ) )  m 2 % 2

' 1  o ' '1  1'

+ 0 1 +
0 0 1 1

M n =
m i l2cl +  m 2{l\ +  Zj?2 +  2h l C2 Cos(q2)) m 2{l22 +  Mc2cos(g2)) 

m 2(lc2 +  hlc2COs(q2)) m 2l2C2

Mi =
1 O' 

0 0
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Mo =
1 1' 

1 1

Let’s introduce the change of variables x\  =  q\ — qdL — <7i =  f-i and x 2 = q2 — qd2 —

q_2 — &2-

A ■-
Xi

x 2

qi =  x3 and q2 =  x4.

B  =
xz

£4

A — B  =
’* 3 " X\

X4 _ x 2 _

B  =
Xz ' Qi

± 4 .92.
= M  (u — CB)

A  =  B

First step is to take Vi =  |-d.T 4̂ to obtain

14 =  ± a t a  + \ a t a  

= a t b

If B  were the control, a virtual controller a\  would be chosen such tha t

B  =  Qti =  —Aj.A

(9.5)

(9.6)

(9.7)
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We can rewrite Vi as follows

Vi =  A T(B +  a i  — ai )  =  A Ta i +  A T(B — ai )  

Second step is to choose V2 as follows

V2 =  V1 +  ^ { B -  a x)TM { B  -  Ql) +  1(0 -  d)TV{d -  0)

(9.8)

(9.9)

where 0 is the unknown constant parameter which appears in the system equations.

e =

The parameter estimate is 9.

6 2

The derivative of the Lyapunov function is as follows

V2 = - A TX1A + A T{ B - a 1) + - ( B - a 1)TM ( B - a 1) 

+  ( B - a 1)TM ( B - a 1) + { 9 - § ) T r ( -0 )

=  - A r A1kl +  (JB - a 1)r ( A + l ( C  +  CT)(JB - « 1)
Zj

+  u - C B  -  M e t ! )+ {6 - § ) Tr ( -0 ) (9.10)

Let

r =
r\ 0

0 r 2
We can rewrite IT as follows

IT =  - A T\ 1A +  ( B - a 1)T( A + - { C  +  C T) ( B - a 1) +  u - C B
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— Mndi  — Midid\  — M2@2d i — M\{9\ — 9i)d\  — M 2{92 — ^2)^ 1)

+  (o1 - 9 l)T1( - § 1) + (e2 - e 2) r 2{-'e2) (9 .1 1 )

We are finally in the position to design our actual update law 6 and feedback control 

u to stabilize the system as follows

0i =  - ^ - ( B  -  a 1)TM 1d 1 
11

d2 =  - ± - ( B - a 1)TM 2d 1 (9.12)
1 2

u = _ A 2 ( S - a i ) - A -  ^ ( C  + Cr ) ( B - a 1) + C B

+  Mnd\  -F M\9\di  W/2^2 (9.13)

such that

V2 = - A TX1A - ( B - a 1)TX2( B ~ a 1) (9.14)

We are then proving tha t the controller u and the update law 9 can stabilize the 

system by making V2  negative definite. This is proved by the simulation results 

shown in figures 9.1, 9.2, 9.3, 9.4, 9.5, 9.6, 9.7, and 9.8, which were performed on 

Matlab.

Time (f) is in sec and motors voltages for link 1 v\ and link 2 v2 are in Volts.

Initial values and desired angles are qla = 0, q2o =  0, qht =  0, q2o = 0, qdl = 7t/2,

and qd2 = 7t / 2 .

0l = I 1=  0.2158 and 92 = I2 = 0.0137.
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Control parameters are chosen as follows

'0.05 0 '1.5 0 '

Ai = A2 —

0 0.01 0 1.5_

r  =
10 0

0 55

The figures for qi, q2, q±, and q2 are shown in deg. q\ and q2 are in deg/sec.

/
60 / /

70 /
/

60 / 60

'  1 1
1 50 - /

c f  40 - / qr* /
/

40 ■ / 
/

20 ■ / 30 ■
/ 20 .

0 J
10

j
- 2 0 . 0

10 12 14  16 18 20 10 12 14 16 1 8  20

Figure 9.1: qi - Simulation result with 

adaptive control

Figure 9.2: q2 - Simulation result with 

adaptive control

9.2 Experim ental R esults

Simulink/dSpace environment with a sampling period of 0.05sec is used to obtain the 

experimental results on the 2-DOF planar manipulator shown in figures 9.11, 9.12, 

9.13, 9.14, 9.15, 9.16, 9.17, and 9.18.
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Figure 9.3: <ji - Simulation result with 

adaptive control

Figure 9.4: <72 - Simulation result with 

adaptive control

W ith the same initial values, units, and same desired angles of the simulation 

part, stability is reached by choosing the control parameters as follows:

‘0.05 0 '0.1 0 '

Ai = A2 —
0 0.01 0 0.3

F =
10 0

0 55

By assuming that the inertia is unknown, the adaptive backstepping control proved 

its ability to stabilize the system under this condition. Convergence of the estimated 

parameters to the real values is not guaranteed. However, simulations and exper­

imental results show that the estimated parameters are bounded. A more general 

comparison will be discussed in the conclusion to compare the effectiveness of the 

four type of controllers tested on the 2-DOF robot manipulator.

102

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 9.5: ei - Simulation result with 

adaptive control

Figure 9.6: e2 - Simulation result with 

adaptive control
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Figure 9.7: v\ - Simulation result with 

adaptive control
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F ig u re  9.8: V2 - Simulation result with 

adaptive control
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Figure 9.9: 8i - Simulation result with 

adaptive control

Figure 9.10: 0> - Simulation result 

with adaptive control

t

Figure 9.11: q\ - Experimental result 

with adaptive control
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Figure 9.12: qi - Experimental result 

with adaptive control
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Figure 9.13: qi - Experimental result 

with adaptive control

-2 0  1 1 1 1 1 1 1 1 1 1
0 2 4 6 8 10 12 14 16 18 20

Figure 9.14: <J2 - Experimental result 

with adaptive control
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Figure 9.15: ei - Experimental result 

with adaptive control
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Figure 9.16: e ^ -  Experimental result 

with adaptive control
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t

Figure 9.17: v± - Experimental result 

with adaptive control
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Figure 9.18: V2 - Experimental result 

with adaptive control

t

Figure 9.19: 9i - Experimental result Figure 9.20: 92  - Experimental result

with adaptive control with adaptive control
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Part IV

C o n c l u s i o n
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Chapter 10

Conclusion and future work

10.1 Conclusion

Comparing different controllers discussed in this thesis report leads us to the following 

conclusions:

• Adaptive backstepping controller and robust backstepping controller were ef­

fective when applied on a third order system. However, high overshoot is one 

of the disadvantages of nonlinear control techniques.

• When the system gets more complicated, adaptive backstepping controller and 

robust backstepping controller require powerful tools to be implemented exper­

imentally because of the complexity of the control laws.
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• Adaptive backstepping controller has shown very good performance when ap­

plied on a practical system (2 DOF robot manipulator). However, if the number 

of unknown parameters increases, then the controller will be more complicated 

and it will affect negatively the implementation of the controller experimentally.

•  The effectiveness of the robust backstepping controller is verified. However, if 

the uncertainty model becomes more complicated, the controller may be difficult 

to implement.

• Better results can be achieved experimentally with smaller sampling periods 

than the one used (0.05 sec). This couldn’t  be achieved because of the speed of 

the data acquisition board.

• The performance on the 2-DOF robot is quite similar for the four controllers. 

All control parameters were tuned by trial-and-error until the best result was 

achieved.

• The work done proves that adaptive and robust controllers are able to stabilize 

the system in spite of model uncertainties or unknown parameters, which are 

unavoidable problems in practical systems. Moreover, the results are quite 

similar to the PD controller, which is widely used to control the 2-DOF robot 

manipulator. Hence, the effectiveness of the proposed controllers is verified.
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10.2 Future work

Experimental work was successful. However, we can achieve more accurate results 

with a better mechanical system. The figures showing the experimental results are the 

best readings after many trials. Repeating the experiment with the same parameters 

may sometimes give different results.

Consequently, our recommendation for future work is to update the mechanical 

system to accomplish the following:

• Obtain better experimental results for stabilizing controllers.

• Approach the tracking control problem.

Moreover, better data acquisition system and other programming languages (C- 

language) can be used to overcome some of the difficulties in the experimental work 

and to realize better performance.
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Appendix A 

Block Diagrams

E n c o d e r

C o m p u te r

P o w e r
S u p p ly

C o n tro l
B o a rdD A Q

M o to r

Figure A.l: Experimental Block Diagram
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F ig u re  A .2: PD Controller - Simulink Block
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Figure A.3: Nonlinear Controller - Simulink Block
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Figure A.4: Robust Controller - Simulink Block
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Figure A.5: Adaptive Controller - Simulink Block
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& i V  a  t i o  n  a  t  . V a m  i c o n  d  n c l o r
S e p te m b e r  1 9 9 6

LMD18200 3A, 55V H-Bridge 
General Description
T h e  L M D 102O O  is  a  3A  H -B rid g e  d e s ig n e d  fo r m o tio n  c o n ­
tro l a p p lic a t io n s .  T h e  d e v ic e  is  b u ilt  u s in g  a  m u lt i- te c h n o lo g y  
p r o c e s s  w h ic h  c o m b in e s  b ip o la r  a n d  C M O S  c o n tro l  c irc u itry  
w ith  D M O S  p o w e r  d e v ic e s  on  th e  s a m e  m o n o li th ic  s tr u c ­
tu r e .  Id e a l to r  d riv ing  O C  a n d  s t e p p e r  m o to r s ;  th e  
L M D 1 8 2 0 0  a c c o m m o d a t e s  p e a k  o u tp u t  c u r r e n t s  up  t o  6A . 
A n  in n o v a tiv e  c i r c i i t  w h ic h  f a c i l i t a te s  lo w - lo s s  s e n s in g  of th e  
o u tp u t  c u r r e n t  h a s  b e e n  im p le m e n te d .

Features
I D e l iv e r s  u p  to  3 A  c o n t in u o u s  o u tp u t  
I O p e r a t e s  a t  s u p p ly  v o l ta g e s  u p  t o  5SV 
l L o w  R q s (O N ) ty p ic a l ly  0 .3 f l  p e r  sw itc h

■  T T L  a n d  C M O S  c o m p a tib le  In p u ts
■  N o  " s h o o t - th r o u g h "  c u r r e n t
■  T h e r m a l w a r n in g  t la g  o u tp u t  a t  14 S °C
■  T h e r m a l  s h u td o w n  ( o u tp u ts  o ff)  a t  1 7 0 °C
■  In te rn a l c la m p  d io d e s
■  S h o r te d  lo a d  p ro te c t io n
■  In te rn a l c h a r g e  p u m p  w ith  e x te r n a l  b o o ts t r a p  c a p a b ility

Applications
■  O C  a n d  s t e p p e r  m o to r  d r iv e s
■  P o s i t io n  a n d  v e lo c ity  s e r v o m e c h a n i s m s
■  F a c to r y  a u to m a t io n  r o b o t s
■  N u m e ric a l ly  c o n tro l le d  m a c h in e r y
■  C o m p u te r  p r in te r s  a n d  p lo t t e r s

Functional Diagram
■» ' ■ vs ti ? huo s h a .-

Q Q O Q Q

:N 'L T
LCG-C

I

1_C
C ’JR R E N ’
SENSING

- E H  F t ?  Ti
TL/H/IOSSS--

Connection Diagram and Ordering Information

o
r-CSWAL TLAC OJTLT

O r d e r  N u m b e r  L M D 1 8 2 0 0 T  
S e e  N S  P a c k a g e T A 1 1 B

TL/H/10S68-S

Figure B .l; LMD18200, 55V H-bridge - Pagel
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Absolute Maximum Ratings
If  M il it a r y /A e r o s p a c e  s p e c i f i e d  d e v i c e s  a r e  r e q u ir e d ,  
p l e a s e  c o n t a c t  t h e  N a tio n a l  S e m ic o n d u c t o r  S a l e s  
O f f ic e /D is t r ib u t o r s  f o r  a v a ila b il i ty  a n d  s p e c i f i c a t io n s .  
T o ta l  S u p p ly  V o lta g e  (Vq, P in  6 ) 60V

V o lta g e  a t  P in s  3 , 4 ,  5 , B a n d  9 1 2V
V o lta g e  a t  B o o t s t r a p  P i n s  (P in s  1 a n d  1 1 )  V q u t  T 1 6V  
P e a k  O u tp u t C u r r e n t  (2 0 0  m s )  6A

C o n t in u o u s  O u tp u t  C u r r e n t  (N o te  2 )  3A

P o w e r  D is s ip a tio n  (N o te  3) 2 5 W

P o w e r  D is s ip a t io n  O a  — 2S°C , F r e e  A ir) 3W
J u n c t io n  T e m p e r a tu r e ,  T j ( maj$ 150°C

E S D  S u s c e p tib i l i ty  (N o te  4 )  1 50 0 V
S t o r a g e  T e m p e r a tu r e ,  T s t G —4 0 ° C  t o  +  15 0 °C
L e a d  T e m p e r a tu r e  (S o ld e r in g , 1 0  s e c . )  300*C

O perating Ratings (n® i)
J u n c t io n  T e m p e r a tu r e ,  T j  —4 0 °C  to  -M 2 5 * C

V $ S u p p ly  V o lta g e  - f - 1 2 V to  1-55V

Electrical C haracteristics
T h e  fo llow ing  s p e c if ic a t i o n s  a p p ly  fo r V g — 4 2 V , u n l e s s  o th e rw is e  s p e c if ie d . B o l d f a c e  lim its  a p p ly  o v e r  t h e  e n t i r e  o p e ra t in g  
te m p e r a tu r e  r a n g e ,  —4 0 ° C  S  T j  i  T 1 25®C, a ll o th e r  lim its  a r e  fo r T *  — T j  “  25*C . (N o te  5)

S w itch  O N  R e s i s t a n c e O u tp u t  C u r r e n t  — 3 A  ( N o te  6)

S w itch  O N  R e s i s t a n c e O u tp u t  C u r r e n t  — 6 A  ( N o te  6)

C la m p  D io d e  F o rw a rd  D rop C la m p  C u r r e n t  ~  3 A  (N o te  6 )

L o g ic  L o w  In p u t V o lta g e - 0.1
0.8

V  (m in)
V (m ax)

L o g ic  L o w  In p u t C u r re n t V ,N -  - 0 . 1 V .  P in s  -  3 , 4 , 5 ,uA (m ax)

L og ie  H ig h  In p u t V o lta g e V (m in)
V  (m ax)

L og ic  H ig h  In p u t C u r re n t V ,N -  12V , P in s  ~  3 ,4 ,  5

C u r r e n t  S e n s e  O u tp u t I OUT — 1A  (N o te  B) 3 2 5 / 8 0 0  
4 2 5 / 4 5  0

p A  (m a>)

f*A  (m in) 
fxA  (m ax)

C u r r e n t  S e n s e  L in e a r ity 1 A  £  I q u t  <  3A ( N o te  7 )

U n d e rv o lta g e  L o c k o u t O u tp u ts  tu rn  O F F V (m in)
V  (m ax)

W a r n in g  F la g  T e m p e r a tu r e P in  9  £  0 .6 V , lL ~  2  m A

F la g  O u tp u t  S a tu r a t io n  V o lta g e T j  T jy v . Il 2  m A

F la g  O u tp u t  L e a k a g e

S h u td o w n  T e m p e r a tu r e O u tp u ts  T u rn  O F F

Q u ie s c e n t  S u p p ly  C u r re n t All L o g ic  In p u ts  L ow

O u tp u tT u r n -O n  D e l s y T lm e S o u rc in g  O u tp u ts ,  l o v r  " 
S in k in g  O u tp u ts ,  Iq u t  ~

3 0 0
3 0 0

O u tp u t  T u rn -Q n  S w itc h in g  T im e B o o t s t r a p  C a p a c i to r  — 10 n F  
S o u r c in g  O u tp u ts ,  Iq u t  “  3A  
S in k in g  O u tp u ts ,  Iq u t  — 3A

O u tp u tT u rn -O f f  D e la y  T im e s S o u r c in g  O u tp u ts ,  l o u r  — 3A  
S in k in g  O u tp u ts ,  l o u r  — 3A

200
200

O u tp u t  T u rn -O ff  S w itc h in g  T im e s B o o t s t r a p  C a p a c i to r  — 10  n F  
S o u rc in g  O u tp u ts ,  l o t / r  — 3A  
S in k in g  O u tp u ts ,  Iq u t  — 3A

M in im um  In p u t P u l s e  W id th P i n s  3 , 4  a n d  5

C h a r g e  P u m p  R i s e  T im e N o  B o o t s t r a p  C a p a c i to r

Figure B.2: LMD18200, 55V H-bridge - Page2
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Electrical C haracteristics Notes
Not* 1: Absolute Maximum Ratings indicate limits beyond which damage to the device may occur. DC and AC electrical specificatio na do not apply when operating 
the  d^rice beyond its rated operating conditions.
Note 2: See  Application information for details regarding current limiting.
Note 3: The maximum power dissipation must be derated a t elevated temperatures and is a  function of Tj(mix), dja, and Ta- The maximum allowable power 
dissipation at any temperature Is Po(m»d ™ IT i(—~j Ta) /0 ja , or the number given In the Absolute Ratings, whichever Is lower. The typical thermal resistance 
fiom junction to case  (djc) is i.O*C/W and from junction to ambient (9ja) is SO'Ci'W. For guaranteed operation T “  t2S*C.
N ote 4; Human-body model, 100 pF discharged through a  1.5 left resistor. Except Bootstrap pins (pins t  and 11) which ace protected to  tOOOV ot ESQ.
N ote S; All limits are 106% production tested a t 25*C Temperature extreme limits ace guaranteed via co natation using accepted SQC (Statistical Quality Control) 
methods. All limits are  used to calculate AOQL, (Average Outgoing Quality Level).
Note 6: Output currents are pulsed (tw <  2  ms, Duty Cycle <  S%).
N ate 7; Regulation is calculated relative to the cuirent se n se  output value with a  1A load.
Nat* 4: Selections for tighter tolerance are  available. Contact factory.

Typical Perform ance C haracteristics

Vs a t  V s  F la g  C u r ra n t

t s  20 25 30 35 40 *5 50 
FLAG CURRENT (mi)

R d s (O N ) v s  T e m p e r a t u r e

as

B o s ( O N ) v s  
S u p p ly  V o l t a g e

0J4
O.JS

20
SUPPLY VOLTAGE

S u p p ly  C u r r e n t  v S u p p ly  C u r r e n t  v S u p p ly  C u r r e n t  v
S u p p ly  V o lt a g e

20

9

10 20 30 40 50
SUPPLT VCLTiCE (VOLTS)

F r e q u e n c y  (V g  -  42V ) T e m p e r a t u r e  (V s  _  4 2 V )

is

»

6

SWITCHING FREQUENCY (kHi)

Cu r r e n t  S e n s e  O u tp u t C u r re n t S e n s e
v s  L o a d  C u r re n t

no

200

O p e r a tin g  R e g io n

i s

1.0

1040 CURRENT (AMPS) JUNCTION TEMPERATURE (°C)
TUH/10S66-3

Figure B.3: LMD18200, 55V H-bridge - Page3
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Pinout Description ( S e e  C o n n e c t io n  D ia g ra m )

P in  1, B O O T S T R A P  1 Input: B o o t s t r a p  c a p a c i to r  p in  to r  
h a lf  H -b r id g e  n u m b e r  1 .  T h e  r e c o m m e n d e d  c a p a c i to r  
(1 0  nF ) is c o n n e c t e d  b e tw e e n  p in s  t  a n d  2 .
P in  2 , O U T P U T  1: H alf H -b r id g e  n u m b e r  1 o u tp u t .
P in  3 , D IR EC TIO N  In p u t:  S e e  T a b le  I. T h is  in p u t  c o n t ro l s  
t h e  d ire c tio n  o f  c u r r e n t  f lo w  b e tw e e n  O U T P U T  1 a n d  O U T ­
P U T  2  (p in s  2  a n d  1 0 ) a n d ,  t h e re f o re ,  t h e  d ir e c tio n  o f  r o t a ­
t io n  o f  a m o to r  lo a d .
P in  4 , BR A K E In p u t: S e e  T a b l e  I. T h is  in p u t  is  u s e d  to  
b r a k e  a  m o to r  b y  e ffe c tiv e ly  s h o r t in g  Its  te rm in a ls .  W h e n  
b ra k in g  is  d e s i r e d ,  th i s  in p u t is  ta k e n  t o  a  lo g ic  h igh  le v el 
a n d  It is  a l s o  n e c e s s a r y  t o  a p p ly  lo g ic  h ig h  to  P W M  in p u t, pin  
S . T h e  d r iv e r s  t h a t  s h o r t  t h e  m o to r  a r e  d e te r m in e d  b y  th e  
lo g ic  le v el a t  t h e  D IR E C T IO N  in p u t (P in  3 ): w ith  P in  3  lo g ic  
h ig h , b o th  c u r r e n t  s o u r c in g  o u tp u t  t r a n s i s to r s  a r e  O N : w ith 
P in  3  lo g ic  lo w , b o th  c u r r e n t  s in k in g  o u tp u t  t r a n s i s to r s  a re  
O N . Ail o u tp u t  t r a n s i s to r s  c a n  b e  t u r n e d  O F F  b y  a p p ly in g  a  
lo g ic  h ig h  to  P in  4  a n d  a  lo g ic  io w  t o  P W M  in p u t  P in  S; in th is  
c a s e  o n ly  a  s m a ll b ia s  c u r r e n t  ( a p p ro x im a te ly  — t  .5 m A ) e x ­
i s t s  a t  e a c h  o u tp u t  pin .
P in  6 ,  PW M  In p u t: S e e  T a b le  I. H o w  t h i s  in p u t  ( a n d  D IR E C ­
T IO N  In p u t, P in  3) is  u s e d  is  d e te r m in e d  b y  th e  f o rm a t  o f  th e  
P W M  S ig n al.
P in  6 , V §  P o w e r  S u p p ly

P in  7, G R O U N D  C o n n e c t io n :  T h is  p in  i s  t h e  g r o u n d  re tu rn , 
a n d  is  in te rn a lly  c o n n e c t e d  to  t h e  m o u n tin g  ta b .

P in  9, C U R R E N T  S E N S E  O u tp u t :  T h is  p in  p r o v id e s  th e  
s o u r c in g  c u r r e n t  s e n s in g  o u tp u t  s ig n a l ,  w h ic h  is  ty p ic a l ly  
3 7 7  jxA /A .
P in  9 , TH ER M A L F L A G  O u tp u t: T h is  p in  p r o v id e s  t h e  t h e r ­
m a l  w a rn in g  f la g  o u tp u t  s ig n a l. P in  9 b e c o m e s  a c tiv e - lo w  a t  
146® C ( ju n c tio n  t e m p e r a tu r e ) .  H o w e v e r  t h e  c h ip  will n o t  s h u t  
I t3 e l t  d o w n  u n til 1 70*C is  r e a c h e d  a t  t h e  (u n c tio n .
P i n  1 0 , O U T P U T  2 : H a l t H -b r id g e  n u m b e r  2  o u tp u t .

P in  11 , B O O T S T R A P  2 In p u t: B o o t s t r a p  c a p a c i to r  p in  for 
H a lf  H -b r id g e  n u m b e r  2 . T h e  r e c o m m e n d e d  c a p a c i to r  
( 1 0  n F )  is  c o n n e c t e d  b e tw e e n  p in s  1 0  a n d  11 .

T A B L E  I. L o g ic  T r u th  T a b le

PWM Dir B r a k e A c t iv e  O u tp u t  D r iv er s

H H L S o u r c e  1 , S in k  2
H L L S in k  1 , S o u r c e  2
L X L S o u r c e  1 , S o u r c e  2
H H H S o u r c e  1 ,  S o u r c e  2
H L H S in k  1 , S in k  2
L X H N O N E

L o c k e d  A n t i- P h a s e  PW M  C o n tr o l
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A pplication Information
T Y P E S  O F  PW M  S IG N A L S
T h e  L M D 1 8 2 0 0  re a d ily  i n te r f a c e s  w ith  d if fe re n t  f o r m s  of 
P W M  s ig n a ls .  U s e  o f  t h e  p a r t  w ith  tw o  o f  t h e  m o r e  p o p u la r  
f o r m s  o f  P W M  is  d e s c r ib e d  In t h e  fo llo w in g  p a ra g ra p h s .  
S im p le ,  l o c k e d  a n t i - p h a s e  P W M  c o n s i s t s  o f a  s in g l e ,  v a r i ­
a b l e  d u ty -c y c le  s ig n a l  in w h ic h  i s  e n c o d e d  b o th  d ire c tio n  
a n d  a m p l i tu d e  in fo rm a tio n . A  5 0 %  d u ty -c y c le  PW M  s ig n a l 
r e p r e s e n t s  z e r o  d r iv e , s in c e  t h e  n e t  v a lu e  o f  v o l ta g e  ( in te ­
g r a t e d  o v e r  o n e  p e r io d )  d e l iv e r e d  t o  t h e  lo a d  is  z e r o .  F o r  t h e  
L M D 1 6 2 0 0 ,  th e  P W M  s ig n a l  d r iv e s  t h e  d ir e c t io n  in p u t  (p in  3 )  
a n d  th e  P W M  in p u t (p in  5 )  is  t i e d  t o  lo g ic  high- 
S i g n /m a g n i t u d e  PW M  c o n s i s t s  o f  s e p a r a t e  d ire c tio n  (s ig n )  
a n d  a m p li tu d e  ( m a g n i tu d e )  s ig n a ls .  T h e  ( a b s o lu te )  m a g n i ­
tu d e  s ig n a l  is  cfcjty-cycle m o d u la te d ,  a n d  t h e  a b s e n c e  of a  
p u ls e  s ig n a l ( a  c o n t in u o u s  lo g ic  lo w  le v e l)  r e p r e s e n t s  z e r o  
d r iv e . C u r r e n t  d e l iv e r e d  t o  t h e  lo a d  is  p r o p o r t io n a l  to  p u is e  
w id th .  F o r  t h e  L M D 1 9 2 0 0 , th e  D IR E C T IO N  in p u t (p in  3) is  
d r iv e n  b y  th e  s ig n  s ig n a l a n d  t h e  P W M  in p u t  (p in  5 )  is  d r iv en  
b y  t h e  m a g n i tu d e  s ig n a l.

U S IN G  TH E  C U R R E N T  S E N S E  O U T P U T  
T h e  C U R R E N T  S E N S E  o u tp u t  (p in  8 )  h a s  a  se n s itiv i ty  o f  
3 7 7  n A  p e r  a m p e r e  o f  o u tp u t  c u r r e n t .  F o r  o p tim a l a c c u r a c y  
a n d  lin e a r ity  o f  th i s  s ig n a l ,  t h e  v a lu e  o f  v o l ta g e  g e n e r a t i n g  
r e s i s to r  b e tw e e n  p in  8  a n d  g r o u n d  s h o u ld  b e  c h o s e n  t o  lim it 
t h e  m a x im u m  v o lta g e  d e v e lo p e d  a t  p in  6  to  SV , o r  le s s .  T h e  
m a x im u m  v o l ta g e  c o m p lia n c e  is  12V .

It s h o u ld  b e  n o te d  t h a t  th e  r e c ir c u la t in g  c u r r e n t s  ( f r e e  
w h e e l in g  c u r r e n t s )  a r e  ig n o r e d  b y  th e  c u r r e n t  s e n s e  c irc u it­
ry. T h e r e f o r e ,  o n ly  t h e  c u r r e n t s  in  t h e  u p p e r  s o u r c in g  o u t ­
p u t s  a r e  s e n s e d .

U S IN G  T H E  TH ER M A L W A R N IN G  F L A G
T h e  T H E R M A L  FL A G  o u tp u t  (p in  9 )  i s  a n  o p e n  c o lle c to r  
t r a n s i s to r .  T h is  p e rm i ts  a  w ired  O R  c o n n e c t io n  of th e rm a l 
w a r n in g  f la g  o u tp u ts  f ro m  m u lt ip le  L M D 1 8 2 0 0 's ,  a n d  a l lo w s  
th e  u s e r  to  s e t  t h e  lo g ic  h ig h  le v e l o f  t h e  o u tp u t  s ig n a l sw in g  
t o  m a tc h  s y s te m  r e q u i r e m e n ts .  T h is  o u tp u t  ty p ic a l ly  d r iv e s  
t h e  in te r ru p t  in p u t  of a  s y s te m  c o n tro l le r .  T h e  in te r ru p t  s e r v ­
i c e  r o u t in e  w o u ld  th e n  b e  d e s ig n e d  to  t a k e  a p p ro p r ia te  
s t e p s ,  s u c h  a s  r e d u c in g  lo a d  c u r r e n t s  o r  in itia ting  a n  o rd e r ly  
s y s t e m  s h u td o w n .  T h e  m a x im u m  v o i ta g e  c o m p l ia n c e  o n  th e  
f la g  p in  is  1 2 V .

S U P P L Y  B Y P A S S IN G

D u rin g  sw itc h in g  t r a n s i t io n s  t h e  le v e ls  o f  f a s t  c u r r e n t  c h a n g ­
e s  e x p e r i e n c e d  m a y  c a u s e  t r o u b le s o m e  v o lta g e  t r a n s i e n t s  
a c r o s s  s y s t e m  s tr a y  I n d u c ta n c e .

S ig n /M a g n i t u d e  PW M  C o n tr o l
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Application Information (C o n tin u e d )

It is  n o rm a lly  n e c e s s a r y  t o  b y p a s s  t h e  s u p p ly  rail w ith  a  h ig h  
q u a lity  c a p a c i to r ( s )  c o n n e c t e d  a s  c lo s e  a s  p o s s ib l e  t o  th e  
Vs  P o w e r  S u p p ly  (P in  6) a n d  G R O U N D  (P in  7). A  1 /*F  h ig h -  
f r e q u e n c y  c e r a m ic  c a p a c i to r  i s  r e c o m m e n d e d .  C a r e  s h o u ld  
b e  t a k e n  t o  lim it t h e  t r a n s i e n t s  o n  th e  s u p p ly  p in  b e lo w  th e  
A b s o lu te  M a x im u m  R a tin g  of t h e  d e v ic e .  W h e n  o p e ra t in g  
th e  c h ip  a t  s u p p ly  v o l ta g e s  a b o v e  4 0 V  a  v o l ta g e  s u p p r e s s o r  
( t r a n s o r b )  s u c h  a s  P 6 K E 6 2 A  is  r e c o m m e n d e d  f ro m  s u p p ly  
to  g ro u n d . T y p ic a lly  t h e  c e r a m ic  c a p a c i to r  c a n  b e  e lim in a te d  
in t h e  p r e s e n c e  of t h e  v o l ta g e  s u p p r e s s o r .  N o te  t h a t  w h e n  
d riv in g  h ig h  io a d  c u r r e n t s  a  g r e a te r  a m o u n t  of s u p p ly  b y p a s s  
c a p a c i t a n c e  (in g e n e r a l  a t  l e a s t  1 0 0  p e r  A m p  o f  lo a d  
c u rr e n t )  i s  r e q u ire d  t o  a b s o r b  th e  re c irc u la t in g  c u r r e n t s  o f  
t h e  In d u c tiv e  lo a d s .

C U R R E N T  LIMITING

C u rre n t lim iting  p ro te c t io n  c irc u itry  h a s  b e e n  in c o rp o r a te d  
in to  th e  d e s ig n  of th e  L M D 1 8 2 0 0 . W ith  a n y  p o w e r  d e v ic e  it 
is  im p o r ta n t  t o  c o n s id e r  th e  e f f e c t s  o f  t h e  s u b s ta n t ia l  s u r g e  
c u r r e n t s  th r o u g h  th e  d e v ic e  t h a t  m a y  o c c u r  a s  a  r e s u l t  o f 
s h o r t e d  l o a d s .  T h e  p r o te c t  b n  c irc u itry  m o n ito r s  th is  in­
c r e a s e  in c u rr e n t  ( th e  th r e s h o ld  is  s e t  to  a p p ro x im a te ly  1 0  
A m p s )  a n d  s h u ts  o ff  th e  p o w e r  d e v ic e  a s  q u ic k ly  a s  p o s s ib l e  
in t h e  e v e n t  o f  a n  o v e r lo a d  c o n d it io n . In  a  ty p ic a l m o to r  
d riv in g  a p p lic a t io n  th e  m o s t  c o m m o n  o v e r lo a d  f a u l t s  a re  
c a u s e d  b y  s h o r te d  m o to r  w in d in g s  a n d  lo c k e d  r o to r s .  U n d e r  
t h e s e  c o n d it io n s  t h e  in d u c ta n c e  o f  th e  m o to r  ( a s  w e ll a s  a n y  
s e r i e s  In d u c ta n c e  in t h e  V ^ c  s u p p ly  lin e )  s e r v e s  t o  r e d u c e  
th e  m a g n itu d e  of a  c u r r e n t  s u r g e  t o  a  s a f e  le v e l fo r t h e  
L M D 1 8 2 0 0 . O n c e  th e  d e v ic e  i s  s h u t  d o w n , t h e  c o n tro l  c ir­
c u itry  will p e rio d ic a lly  t r y  t o  tu r n  t h e  p o w e r  d e v ic e  b e c k  o n .  
T h is  f e a tu r e  a l lo w s  th e  im m e d ia te  r e tu r n  t o  n o r m a l o p e r a ­
tio n  in  th e  e v e n t  th a t  th e  fa u l t  c o n d it io n  h a s  b e e n  r e m o v e d .  
W h ile  th e  f a u l t  r e m a n s  h o w e v e r ,  t h e  d e v ic e  will c y c le  in a n d  
o u t  o f  th e rm a l  s h u td o w n .  T h is  c a n  c r e a t e  v o l ta g e  t r a n s i e n t s  
o n  t h a  V c c  s u p p ly  fine  a n d  th e r e f o r e  p r o p e r  s u p p ly  b y p a s s ­
in g  te c h n iq u e s  a r e  r e q u ire d .
T h e  m o s t  s e v e r e  c o n d itio n  to r  a n y  p o w e r  d e v ic e  is  a  d ire c t,  
h a rd - w ire d  ( " s c r e w d r iv e r " )  lo n g  t e r m  3 h o r t f ro m  a n  o u tp u t  to  
g r o u n d . T h is  c o n d itio n  c a n  g e n e r a t e  a  s u r g e  o f  c u r r e n t  
t h r o u g h  t h e  p o w e r  d e v ic e  o n  t h e  o r d e r  o f  1 5  A m p s  a n d  
r e q u ir e  t h e  d ie  a n d  p a c k a g e  t o  d is s ip a te  u p  t o  5 0 0  W a t t s  of 
p o w e r  fo r t h e  s h o r t  t im e  re q u ir e d  f o r  t h e  p r o te c t io n  c ircu itry  
to  s h u t  o ff  th e  p o w e r  d e v ic e .  T h is  e n e r g y  c a n  b e  d e s t r u c ­
tiv e , p a rtic u la rly  a t  h ig h e r  o p e r a t in g  v o l t a g e s  ( > 3 0 V )  s o

s o m e  p r e c a u t io n s  a r e  in  o r d e r .  P r o p e r  h e a t  s in k  d e s ig n  is  
e s s e n t i a l  a n d  it is  n o rm a l ly  n e c e s s a r y  t o  h e a t  s in k  t h e  V c c  
s u p p ly  p in  (p in  6) w ith  1 s q u a r e  In ch  o f  c o p p e r  o n  t h e  P C 8 .  

IN T E R N A L  C H A R G E  P U M P  A N D  U SE  O F  B O O T S T R A P  
C A P A C IT O R S
T o  tu rn  o n  th e  h ig h - s id e  (s o u rc in g )  D M O S  p o w e r  d e v ic e s ,  
t h e  g a t e  o f  e a c h  d e v ic e  m u s t  b e  d r iv e n  a p p ro x im a te ly  8V  
m o r e  p o s it iv e  th a n  th e  s u p p ly  v o lta g e . T o  a c h ie v e  t h i s  a n  
in te r n a l  c h a r g e  p u m p  is  u s e d  to  p ro v id e  th e  g a te  d r iv e  v o l t ­
a g e .  A s  s h o w n  in F ig u re  1 , a n  In te rn a l c a p a c i to r  is  a l t e r n a t e ­
ly s w itc h e d  t o  g r o u n d  a n d  c h a r g e d  to  a b o u t  1 4 V , th e n  
s w i tc h e d  to  V  s u p p ly  th e r e b y  p ro v id in g  a  g a t e  d r iv e  v o lta g e  
g r e a te r  th a n  V  su p p ly . T h is  s w itc h in g  a c t io n  is  c o n t ro l le d  by  
a  c o n tin u o u s ly  ru n n in g  in te r n a l  3 0 0  kH z  o sc i l la to r .  T h e  r is e  
tim e  of th i s  d r iv e  v o l ta g e  is  ty p ic a l ly  2 0  p s  w h ic h  is  s u i t a b le  
fo r  o p e ra t in g  f re c p j e n c ie s  u p  t o  1 kH z.
F o r  h ig h e r  s w itc h in g  f r e q u e n c ie s ,  t h e  L M D 1 8 2 0 0  p r o v id e s  
fo r  t h e  u s e  o f  e x te r n a l  b o o ts t r a p  c a p a c i to r s .  T h e  b o o ts t r a p  
p r in c ip le  Is in  e s s e n c e  a  s e c o n d  c h a r g e  p u m p  w h e r e b y  a  
la rg e  v a lu e  c a p a c i to r  is  u s e d  w h ic h  h a s  e n o u g h  e n e r g y  to  
q u ic k ly  c h a r g e  t h e  p a r a s i t ic  g a t e  in p u t  c a p a c i ta n c e  o f  t h e  
p o w e r  d e v ic e  r e s u l t in g  in  m u c h  f a s t e r  r is e  t im e s .  T h e  s w itc h ­
in g  a c t io n  is  a c c o m p l is h e d  b y  th e  p o w e r  s w i tc h e s  t h e m ­
s e lv e s  (F igure  2 ) .  E x te rn a l  1 0  n F  c a p a c i to r s ,  c o n n e c t e d  
f ro m  th e  o u tp u ts  t o  t h e  b o o ts t r a p  p in s  of e a c h  h ig h - s id e  
sw itc h  p r o v id e  ty p ic a l ly  l e s s  th a n  1 0 0  n s  r is e  t im e s  a llo w in g  
sw itc h in g  f r e q u e n c ie s  u p  to  5 0 0  kH z.

IN T E R N A L  P R O T E C T IO N  D IO D E S
A  m a jo r  c o n s id e r a t io n  w h e n  s w itc h in g  c u r r e n t  t h r o u g h  in ­
d u c tiv e  lo a d s  Is p r o te c t io n  a t th e  s w itc h in g  p o w e r  d e v ic e s  
f ro m  th e  la rg e  v o l ta g e  t r a n s i e n t s  th a t  o c c u r .  E a c h  o f  t h e  fo u r  
s w i t c h e s  in  t h e  L M D 1 8 2 0 0  h a v e  a  bu ilt-in  p r o te c t io n  d io d e  
t o  c la m p  t r a n s i e n t  v o l t a g e s  e x c e e d in g  th e  p o s i t iv e  s u p p ly  o r  
g r o u n d  to  a  s a f e  d io d e  v o l ta g e  d ro p  a c r o s s  t h e  s w itc h .

T h e  r e v e r s e  r e c o v e r y  c h a r a c t e r i s t i c s  o f  t h e s e  d io d e s ,  o n c e  
t h e  t r a n s ie n t  h a s  s u b s id e d ,  Is im p o r ta n t .  T h e s e  d io d e s  m u s t  
c o m e  o u t  o f  c o n d u c tio n  q u ic k ly  a n d  th e  p o w e r  s w i t c h e s  
m u s t  b e  a b le  to  c o n d u c t  t h e  a d d itio n a l r e v e r s e  r e c o v e r y  c u r ­
r e n t  o f t h e  d io d e s .  T h e  r e v e r s e  r e c o v e r y  tim e  o f  t h e  d io d e s  
p r o te c t in g  th e  s o u r c in g  p o w e r  d e v ic e s  is  ty p ic a l ly  o n ly  7 0  n s  
w ith  a  r e v e r s e  r e c o v e r y  c u r r e n t  o f  1 A w h e n  t e s t e d  w ith  a  full 
6A  o f  fo rw a rd  c u r r e n t  t h r o u g h  th e  d io d e . F o r  th e  s in k in g  
d e v ic e s  t h e  r e c c w e ry  t im e  is  ty p ic a l ly  1 0 0  n s  w ith  4 A  o f  r e ­
v e r s e  c u r r e n t  u n d e r  t h e  s a m e  c o n d itio n s .

TL/H /iasse-e 
FIG U R E 1. in te r n a l  C h a r g e  P u m p  C ir cu itr y

EXTERNAL 
:  800TS7RAP 

CAPACPOR

tl / h / w  see—:
FIG U R E 2 . B o o t s t r a p  C ircu itry
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T est Circuit
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Typical Applications
F ix e d  O ff -T im e  C o n tro l;  T h is  c irc u it c o n t ro l s  t h e  c u r r e n t  
t h r o u g h  th e  m o to r  b y  a p p ly in g  a n  a v e r a g e  v o l ta g e  e q u a l  t o  
z e r o  t o  th e  m o to r  t e rm in a l s  fo r a  f ix e d  p e r io d  o f  t im e , w h e n ­
e v e r  t h e  c u r r e n t  th r o u g h  th e  m o to r  e x c e e d s  t h e  c o m m a n d ­
e d  c u rre n t .  T h is  a c t io n  c a u s e s  t h e  m o to r  c u r r e n t  t o  v a ry

s lig h tly  a b o u t  a n  e t e r n a l l y  c o n tro l le d  a v e r a g e  le v e l. T h e  
d u ra t io n  o f  t h e  O ff -p e r io d  i s  a d ju s te d  b y  t h e  r e s i s to r  a n d  
c a p a c i to r  c o m b in a t io n  of th e  L M 5 5 5 . In th is  c ircu it t h e  S i g n /  
M a g n itu d e  m o d e  o f  o p e ra t io n  is  im p le m e n te d  ( s e e  T y p e s  of 
P W M  S ig n a ls ) .

2* VOLTS

Switching W aveforms
DIRECTION FORWARD

TL/H/1056S-10

MOTOR CURRENT

CONTROLLED BY RC OF IM555N

Figure B.7: LMD18200, 55V H-bridge - Page7
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Typical Applications (continued)
T O R Q U E  R EG U L A T IO N

L o c k e d  A n t i - P h a s e  C o n t ro l  o f  a  b r u s h e d  D C  m o to r .  C u r r e n t  s e n s e  o u tp u t  o f  t h e  L M D 1 8 2 0 0  p r o v id e s  l o a d  s e n s in g .  T h e  
L M 3 S 2 5 A  is  a  g e n e r a )  p u r p o s e  P W M  c o n tro l le r .

I O -

P e a k  M o to r  C u r re n t  
v s  A d j u s tm e n t  V a t t a g e

^CURRENT ADJUST (VOLTS)
7UH/10S68-13

Figure B.8: LMD18200, 55V H-bridge - Page8
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Typical Applications (C o n tin u e d )

m o to r  s p e e d  fo r a  lo c k e d  a n t i - p h a s e  c o n tro l  lo o p .U tilize s  ta c h o m e te r  o u tp u t  f ro m  th e  m o to r  t o

O —

= n .
1000 RPM/V

M o to r  S p e e d  v s  
C o n t r o l  V o l t a g e

Figure B.9: LMD18200, 55V H-bridge - Page9
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3A
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5V

 
H

-B
rid

ge Physical Dimensions i n c h e s  (m ill im e te rs )  u n le s s  o th e rw is e  n o te d

»

P o w e r  P a c k a g e  (T)
O r d e r  N u m b e r  L M D 1 8 2 0 0 T  

N S  P a c k a g e  N u m b e r  T A 1 1 B

LIFE S U P P O R T  POLICY

N A T IO N A L 'S  P R O D U C T S  A R E  N O T  A U T H O R IZ E D  F O R  U S E  A S  C R IT IC A L  C O M P O N E N T S  IN L IFE S U P P O R T  
D E V IC E S  O R  S Y S T E M S  W IT H O U T  T H E  E X P R E S S  W R IT T E N  A P P R O V A L  O F  T H E  P R E S ID E N T  O F  N A T IO N A L  
S E M IC O N D U C T O R  C O R P O R A T IO N . A s  u s e d  h e re in :

1 . L ife  s u p p o r t  d e v ic e s  o r  s y s t e m s  a r e  d e v ic e s  or 2 .  A  c ritica l c o m p o n e n t  i s  a n y  c o m p o n e n t  o f  a  life 
s y s t e m s  w h ic h . a re  i n te n d e d  fo r  s u r a ic e l  im o le n t s u p p o r t  d e v ic e  o r  s y s te m  w h o s e  f a i lu re  t o  p e rfo rm  c a n

b e  r e a s o n a b l y  e x p e c t e d  to  c a u s e  th e  fa ilu re  o f th e  life 
s u p p o r t  d e v ic e  o r  s y s te m ,  o r  t o  a f f e c t  its  s a f e ty  o r  
e f f e c t iv e n e s s .

s y s t e m s  w h ic h , (a )  a re  i n te n d e d  fo r  su rg ic a l  Im p la n t 
in to  t h e  b o d y , o r  (b ) s u p p o r t  o r  s u s ta in  life , a n d  w h o s e  
fa ilu re  t o  p e rfo rm , w h e n  p r o p e r ly  u s e d  in  a c c o r d a n c e  
w ith  in s t ru c t io n s  (or u s e  p r o v id e d  in t h e  la b e lin g , c a n  
b e  r e a s o n a b l y  e x p e c te d  to  r e s u l t  in a  s ig n i fic a n t injury 
t o  t h e  u s e r .

1111 West Sardin Road 
AlHngWn. TX 76017 
T«t 1(800) 272-9959 
Pax: 1(800) 737-7018

http: M vww.natio nal.com

FW: 4-49 (0) 100630 85 06 
Email: auiO|»46uM«rl«»nsc.cam 

Oeutscr* Tet 449 (0) 180630 85 85
English 7 s t 4-49 (0) 180632 78 32
Ffanfaa Tat 4-49 (0) 180632 93 58
Italia no T«t 4-49 (0) 180634 16 SO

National s«mieon6uesor 
None Kong lml 
13th Floor. Straight BUCK. 
Ocaan Canto. 9 Canton Rd 
Talm&hat&ui. Kdwloon 
Hong Kang 
Tat: (852) 2737-1600 
Fax: (852) Z736-9960

Figure B.10: LMD18200, 55V H-bridge - Page 10
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TL494
PULSE-WIDTH-MODULATION CONTROL CiRCUiTS

Complete PWM Powei Control Circuitry 
Uncommitted Output* for 200 mA Sink or 
S ource  Current
Output Control Select* Single Ended  or 
P ush  Pul! Operation
Internal Circuitry Prohibits Double Pu lse  at 
Fither Output
Variable Dead Time P rov ides  Control Over 
Total Range
Internal Regulator Provides a Stable 5-V 
Reference Supply With S% Tolerance 
Circuit Architecture Allows Easy  
Synchronization

Of-o [ 
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Figure C .l: TL494, PWM Control Circuit - Pagel
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TL4S4
PULSE-WIDTH-MODULATION CONTROL CIRCUITS

-U N CT -C N  r AfcM..!r

\ INPUT ro cl- ' p u t  h .,n : : iio nj LXJTr>J f 2 IR l

1

functional block diagram
OUTPUT CTRL

.•sov Func‘Jo>-'; Tablei

d
r t > •- C 1

S r r n r  I

(IN C2
Puls* Sl^ciriq  

Flip-Fit: *i
1) N ■-

E r r o r  2  i

2IN

t  <I>

^  T e x a s  
INSTRUM ENTS

Figure C.2: TL494, PWM Control Circuit - Page2
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TL494
PULSE-WIDTH-MOOULATION CONTROL CIRCUITS

a b s o lu te  m a x i m u m  ra t in g s  o v e r  o p e r a t i n g  f iee -a ir  t e m p e r a t u r e  r a n g e  ( u n l e s s  o th e r w i s e  no ted)*

Suppiv vrttaje. 7;, y' <*?■?P Ti
A m p : » ? k s  s iU H ; t  a  k . H ' j c .  V |  
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iAJIa* !; p Tk >i 4 riiJf*1- il l:; 
fA~r-K.r»jA .TKPin.il »nir»«Hlan«:*: a ,A ; • N o h -

i I r r s - p f f r i 'U I ■: V >  r- -in  \ 1/ 1*' if«-r'- . 
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4 T v
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i k  V / V i  

r>y ovv
A 4  r . / \ 7  

V > V  t'.'-'VV 
3  ->(; C , 

' n: i ; s r  r

r eco m m en d ed  opera t ing  cond it ions
M I N M A X • J N i r

■'  . A .  ■ ■ ' 1 A - f t

v - a , -

■. a a -a  a ' a ■ ■ . J - A

- ' •• v  v  ■ •.
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In s t r u m e n t s

Figure C.3: TL494, PWM Control Circuit - Page3
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TL494
PUISE-WIDTH-MODULATION CONTROL CIRCUITS

e t e c tn c a l  c h a r a c t e r i s t i c s  o v e r  f e c o m r u e n d e d  o p e i a t i n y  free -a ir  t e m p e r a t u r e  r a n g e .  S/q c  - 15 V, 
f -  10 kH/ ( u n l e s s  o t h e r w i s e  n o ted )

reference section

^ A K A M S T H R Itr 'S ’'  t lO N ? /  f - C N S l
“ L 4 ’- 4 C .  T L 4  34I

■JNiT |
t / 'N  r v ' - ' t  m a x

1

, "  , -  V -

oscillator section.  C <■ - 0 01 ; P. R | ~ 1/  ki ‘ (see  f ig u re  1)

T — S ' C  O N  t>  . I* /N  S  -
'U ' : 4 .  r 1 .4 ‘14:

UNIT
W N  T V D i V A X

:i

. . J *

error amplifier sec tion  (see  Figure  2)
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T L J ' ? 4 . T L 4 ' ; 4 i

U N 1 1 |
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Figure C.4: TL494, PWM Control Circuit - Page4
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TL494
PULSE-WIDTH-M0DULAT10N CONTROL CIRCUITS

e lec tr ica l  c h a r a c t e r i s t i c s  ov e r  r e c o m m e n d e d  o p e r a t i n g  tree -a ir  t e m p e r a t u r e  r a n g e ,  -  15 V 
f r 10 kH / ( u n l e s s  o t h e r w i s e  n o te d )

output section
P A - s A W F - r e n I K S '  C O N 0 !  C O N S M IN  T V O ?  W A X U N IT

-  •

ueaci-urne control section (see  Figure 1)
P A R A M E T E R T E S T  C O N D I T I O N S M IN  W A X U N !~

- . .. •• • .

PWM com parator  s lion v Figure  1)
P t R A fc  E R T E  S T  C O N D I T I O N S M IN  : v » T  W A X U N IT

. ir i' ■ p r - u

total device
P A R A M E T E R ~ C 5 T  C O N O - T 'O N S M IN  7 Y « *  W A X >JN Ir

sw i t c h in g  c h a r a c t e r i s t i c s .  25  C
p a r a m e t e r T S S T  C O N D I T I O N S M IN  T Y O f  W A X -JN IT

V-:

-■ : - -r.

i ■

T^XAS
In s t r u m e n t s

Figure C.5: TL494, PWM Control Circuit - Page5
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TL494
PULSE-WIDTH-MODULATION CONTROL CIRCUITS

p a r a m e t e r  m e a s u r e m e n t  i n f o r m a t i o n

- If V 
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" • ' I '
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• 5 . 0 1  .

DTO Cl
..-
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TEST CIRCUIT
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a t  C  I

V a - ' i a g eMCZ

n m  LTLrini 
i n n i — u m n r

™ /m4444444444Vmi444^
a r c

Figure 1 Operational Test Circuit and  Waveforms

.^ IfeX A S
In s t r u m e n t s

Figure C.6: TL494, PWM Control Circuit - Page6
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TL494
PULSE-VVIDTH-PjIODULATION CONTROL CIRCUITS

PA RAM EIfcR MEASUREMENT INFORMATION

A rip lif i U-'Ci'.-i

O th e t A n p F E

Fkjuro 2 Amplifier Character is t ics

H ar.h O u tp u t 
C r f C l . i ’

T E S T  C i R C U l

— t  £  c s -1 f  iW
,.,••• { * T 0Jpu;

V  j  -

i f = IS P*- 
; S s c  N g ; o A  i

O U TPU T V C l TA-SE W A VEFORM

Ftguro 3 Common Emitter Configuration

• = « c h  O u i p u  'irouit < r^-1—

C L =  V i  p F  
; S-TO N s ; r  A>

?ES*' O R  c u t  r

  4,- ---------

O iiV P U ? V G L IA G r WAVEFORM

F kjuie  4 Emitter Follower Configuration

& T e x a s  
I n s t r u m e n t s

Figure C.7: TL494, PWM Control Circuit - Page7
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TL4S4
PULSE-WIDTH-MODULATtON CONTROL CIRCUITS

'TYPICAL C H A R A C I fc-RlSI ICS

C 3 C . L L A T O R  F R E Q U E N C Y  A N D  
F R E Q U E N C Y  V A R I A T I O N 7

TIMING RE SIS T AN CE
X  f .11; < 

2 .ic. c
I?r

F i g u r e -  5

A M P L I F I E R  V O L T A G E  A M P L I F I C A T I O N

F R E Q U E N C Y

40

1C

Figure  6

^T feX A S
In s t r u m e n t s

Figure C.8: TL494, PWM Control Circuit - Page8
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SERVO 
SYSTEMS-

A  Full Service Motion Control D istributor and System s Integrator.
Motion Control • Robotics •  Avionic •  Marine -  Components and Systems

Hewlet Packard model 
Incremental Encoder Specifcations

Supply Voltage, Vcc.............
Output Voltage, Vb________
Output Current per Channel..

 -.05 to 7V
 -.05 to Vcc
 -1.0 ma to 5 ma

PIN OUT

rti GND
12]
13] Channel A
M + Vcc
15] Channel B

i n r

•  Pin One

115 M ain R o ad - P.O. Bon 9 7 -  M ontville . NJ 07045-0097 • (973) 335-1007 Toll Free: (800) 922-1103 Fax: (973) 335-1661 
M ^^^eaai w w w .servosystem s.cotn * e-mail: info@ servosystem s. com

F ig u re  D .l: Servo Systems Encoder
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9XXX MOTOR SIZE DATA (25° C)
P A R A M E T E R s y m b o l ! U N IT S 9 X 1  a 9 X 3 2 9 X 1 3 9 X 3 3 9 X 1 4 8 X 3 4

1 M o to r  C o n s t a n t ■ o z - i n 'V W 1.16 1 .6 2 1 .9 4 2 . 6 6 2 .0 5 3 .0 1

2  P e a k  T o r q u e  ( S ta l l ) T p o z . m 8 .3 5 1 3 .8 1 5 .6 3 1 . 5 2 3 9 •41 ,3

3  N o  L o s o  S p e e d S o r a m 9 2 5 1 7 0 1 5 5 S 9 2 S 9 S 3 7 6 6 8 S 1 5 1

4  M o to r  F r ic t io n  T o r q u e T P 0 ? *  m 0 .4 0 0 .5 0 0 .5 0 0 .6 0 o . s o 0 .6 0

5  V i s c o u s  D a m p i n g  F a c t o r D o z * i n / k r p m 0 .0 0 8 6 0 .0 2 7 2 0 . 0 1 1 3 0 .0 3 3 S 0 . 0 1 2 5 0 .0 3 8 7

6  D a m p i n g  C o n s t a n t k d o z - i i v k r p r o 1 .0 0 1 .9 4 2 .7 8 5 .2 3 3 .1 1 S .6 3

?  E l e c t r i c a l  T im e  C o n s t a n t r e m s 0 5 3 0 .6 3 0 .7 4 0 .8 4 0 .8 0 0 .8 5

8  M e c h a n i c a l  T im e  C o n s t a n t 'E m m s 2 2 .8 1 4 .4 1 4 .7 9 .2 9 1 8 .1 9 . 2 5

9  T h e r m a l  T im e  C o n s t a n t t t h m in 7 .2 1 7 .2 1 1 1 .1 1 1 .1 1 2 .Q 1 2 .0

T 9  T h e r m a l  I m p e d a n c e © T H d e g  C 'W 2 2 .7 2 2 .7 1 9 .1 1 S T 1 7 .1 17 .1

1 1 M a x i m u m  W in d in g  T e m p e r a t u r e © M X d e g  C  m a x 1 5 5 1 5 5 1 5 5 1 5 5 1 5 5 1 5 5

1 2  M o to r  in e r t ia O Z .ir t -S 5 2 .2 x 1 0 - * 2 .7 x 1 0 * 3 .9 x 1 0 " * 4 .5 x 1 0 ‘* 5 .4 x 1 0 - * 5 .9 x 1  CH

13 M o to r  W e ig h t w M OZ $ 5 6 6 .9 9 8 .9 8 8 .9 0 1 0 .1 1 0 1

1 4  M o to r  L e n g t h .  9 4 X X . 3 2 X X *-1 in  m a x 1 .8 2 8 1 .8 2 8 2 .2 Q 3 2 ,2 0 3 2 .4 0 3 2 .4 0 3

1 5  M o to r  L e n g t h .  9 5 X X U in  m a x 1 .7 7 9 1 .7 7 9 2 .1 5 4 2 .1 5 4 2 .3 5 4 2 .3 S 4

9XX2 MOTOR WINDING DATA (25° C)
9 X 1 2 9 X 3 2

P A R A M E T E R S Y M B O L U N I T S W D G  *1 W D G  8 2 W O G  # 3 W O G  # 4 W D G  1*1 W O O  8 2 W D G  « 3 W O G  4 4

1 6  V o l t a g e E V 6 . 0 0 1 2 .0 1 9 .1 2 4 ,0 1 2 .0 1 9 .1 2 4 . 0 3 0 3

’ 7  T p r o u a  C o n s t a n t k t o z - i o / A 0 .9 3 1 .8 6 2 .9 5 3 .7 2 2 2 0 3 .5 0 4 . 4 0 5 .5 3

1 3  B a c k  E M F  C o n s t a n t « £ V k r p m 0 .6 5 1 .3 8 2 .1 8 2 .7 5 1 .6 3 2 - 5 9 3 . 2 5 4 .0 9

1 S  T e r m in a l  R e s i s t a n c e R x o h m s 0 .7 5 2 .6 3 6 .4 5 1 0 .2 1 9 3 4 .7 0 7 .3 8 1 1 .6

2 0  I n d u c t a n c e L m H 0 .3 4 1 .3 5 3 .4 0 5 .4 2 1 .1 6 2 .9 4 4 . 8 4 7 .3 4
21 N o  L o a d  C u r r e n t I ® A 0 .5 1 0 .2 6 0 .1 6 0 .1 3 0 . 3 2 Q .2 0 0 . 1 5 0 .1 3

2 2  P e a k  C u r r e n t  { S ta ll) X r A 9 .0 3 4 .5 S 2 .9 6 2 .3 5 3 .2 2 4 .0 6 3 .2 5 2 .6 0

9XX3 MOTOR WINDING DATA (25° C)
9 X 1 3 9 X 3 3

P A R A M E T E R S Y M B O L U N I T S W D G  *1 W D G  8 2 W O G  8 3 W D G  8 4 W D G  81 W D G  * 2 W  O G  8 3 W D G  W -
2 3  V o l t a g e E  - V 6 . 0 0 1 2 .0 1 9 :1 2 4 .0 1 2 .0 1 9 .1 2 4 .0 3 0 .3
2 4  T o r q u e  C o n s t a n t « T 0-Z«irwA 1 .4 2 2 .8 0 4 .4 7 5 .6 0 '2 , 6 7 4 .2 0 5 . 2 8 6 ,6 8

2 5  B a c k  E M F  C o n s i a n t V . 'k r p m 1 .0 5 2 . 0 7 3 .3 1 4 .1 4 1 3 6 3 . 1 0 3 . 9 0 4 .9 4

2 6  T e r m in a l  R e s i s t a n c e o h m s 0 .6 4 2 .1 7 5 .3 2 8 .3 3 •1 .0 8 2 - 5 3 3 .9 4 6 .2 1
2 7  i n d u c t a n c e L m H 0 .4 0 1 .5 4 3 .9 3 6 .1 7 0 .8 4 2 . 0 8 3 . 2 9 5 .2 7

2 8  N o  L o a d  C u r r e n t I o A 0 .4 0 0 .2 0 0 .1 3 0 .1 0 0 .3 0 0 .1 9 0 .1 5 0 .1 2

2 9  P e a k C u r r e n t . 'S t a l l } I p A 9 .3 8 5 .5 4 3 .5 9 2 .8 8 1 1 .1 7 .5 5  '■ 6 . 0 9  • 4 .8 6

9XX4 MOTOR WINDING DATA (25° C)
8 X 1 4  ' - 9 X 3 4

P A R A M E T E R 1 S Y M B O L U N IT S L W C K 3 8 1 W O G  « £ W D G  * 3 W O G  8 4 W D G  41 W O G  8 2 W D G  4 3 VYDG * 4

3 0  V o l t a g e I -e - ■ V 1 2 .0 1 9 .1 2 4 .6 3 0 .3 1 2 . 0 1 9 -1 2 4 .0 3 0 3

3 1  T o r q u e  C o n s t a n t | k t o z » m / A 2 .0 6 3 .2 7 4 .1 3 5 .2 2 2 .5 8 4 .0 7 5 .1 7 6 -5 C

3 2  B a c k  E M F  C o n s t a n t k 6 V /k r p m .1 .5 3 2 .4 2 3 .0 5 3 8 6 • 1 .9 1 3 .0 1 3 .8 2 4 .8 1

3 3  T e r m in a l  R e s i s t a n c e
1 ^

o h m s 1 .1 0 2 .5 9 4 .0 6 6 .4 0 0 .3 3 1 .3 9 2 .9 6 4 .6 2

3 4  I n d u c t a n c e L m H 0 .8 1 • 2 .0 * 3 .2 5 5 .1 9 0 .6 3 1 .5 6 2 8 1 3 .9 7

3 5  N o  L o a d  C u r r e n t i* A Q .2S 0 .1 8 0 .1 4 0 .1 1 0 - 3 3 Q .21 0 1 6 0 1 3

3 6  P e a k  C u r r e n t  ( S ta l l ) ■ ■ l.J± L _ : - a  •• 1 0 9 7 . 3 6 5 .9 1 4 . 7 3 1 4 .5 1 0 .1 8 .1 1 6 .5 5

Figure E .l: DC Motor - Pagel 
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GM9XXX SPUR GEARMOTOH DATA (25° C)
! G E A R  R A T IO S

PA R A M E T E R 3V M U N IT S 6 .8 9 7 4 1 1 .5 0 0  1 19 .6 5 6 3 8 .3 3 3 6 5 .5 2 7 1 2 7 .7 8 2 1 3 .4 2 4 3 5 .9 3 7 2 6 .0 8 1 4 1 9 .8 2 4 3 5 .9 4 7 3 2 . 5

3 7  m a d ,  S t a n d a r d  G e a r in g t l O Z*in m a x 1 7 5 1 7 5  ' 175 1 7 5 1 7 5 1 7 5 1 7 5 1 7 5 1 7 5 1 7 5 1 7 5 17 5

3 6  L oad . H igh T o r a u e  Q p ito n t L o z > m  m a x — 3 0 0 3 0 0 3 0 0 300 3Q 0 3QQ 3 0 0 3 0 0 3 0 0 3 0 0

3 9  L o ad . W ide F a c e  O p tion t l O Z*m  m a x — __ SCO 5 0 0 5 0 0 5 0 0 SQ0 5 0 0 5 0 0 5 0 0 — —

-tc  m.l . S p e e d .  G M SX 1Z S® rp m 1 3 9 9 7 1 7 4 2 0 2 1 5 1 2 6 6 4 .6 3 7 .8 1 9 4 11 .3 5 ,81 3 .4 0 1.74

4 ?  N .L  S p e e d . G M 0 X 3 2 s « rp m 1 1 8 9 6 1 0 3 5 7 1 8 3 1 0 7 54 .9 32.1 1 S S 9 .6 3 4 9 4 2 .8 9 1.48

4 2  N.L S p e e d .  G M 9X 13 S a rp m 9 4 8 4 8 6 2 8 4 1 4 6 85-3 4 3 .8 25 -6 1 3 1 7 .S 0 3 .9 4 2 3 0 1.18

4 3  N.L. S p e e d ,  G M 9 X 3 3 S » rp m 1 0 1 6 521 3 0 5 1S6 9 1 .5 4 6 .9 2 7 .4 14,1 8 .2 3 4 3 2 2 .4 7 1 .27

4 J  M L  S p e e d .  O M 9 X 1 4 « • rp m 1 3 0 0 6 6 7 3 9 0 2 0 0  . 117 6 0 .0 3 5 1 18 .0 1Q.S 5 .4 0 3 .1 6 1 .62

4 5  N .l_  S p e e d .  G M 9 X 3 4 S a rp m 1 043 . 5 3 5 3 1 3 160 93 .9 48.1 2 6 2 14 .4 3 .4 5 4 .3 3 2 3 3 1 ,3 0

4 6  G c a rt jo *  S h a f t R o ta tio n — — ew Cw ccw CCW cw CW c c w c c w Cw c w CC«r c c w

4 7  G e a rb o x  E f llc ie n c y % 81 81 7 3 7 3 6 8 86 5 9 S 9 5 3 5 3 • 4 8 4 8

4 8  G e a rb o x  W e ig h t  3 td .  H.T. W q 0 2 5 .9 0 5 .9 0 3  26 6 .2 6 6 .6 2 6 .8 2 6 .9 8 $ .9 8 7 .34 7 .34 a i a 8 .1 8

4 9  G e a rb o x  W eig h t. W id e  F a c e W g 02 — — 6 .5 2 6 3 2 6 .8 8 0 8 3 7 .2 4 7 .2 4 3 0 6 8 .0 8 — —

5 0  G e a rb o x  L e n g th . S td . 'H .T '•a in m a x 1 .3 7 3 1 .J 7 3 1 .373 1 3 7 3 1 .373 1 .3 7 3 1 .3 ? 3 1 .3 7 3 1 3 7 3 1 .3 7 3 1 .5 2 0 1 5 2 8

51 G e a rb o x  L e n g th . W id e  F a c e LS in  m a x — — 1 .3 7 3 1 .373 1 -373 1 .3 7 3 1 .3 7 3 1 .3 7 3 1 .5 2 8 1 .3 2 8 ■ —
3 2  L en g th . G M 9 4 X 2 , s td .  h .t . <-3 m  m a x 3 .101 3.101 3 .101 3 - t 01 3 .101 3.101 3 .101 3 .101 3 .101 3 .101 3  2 5 6 3 2 b 6

S 3  L en g th , G M 9 4 X 2 . W id e  F e e s l 3 in  m a x — — 3 .1 0 1 3 .101 3 .101 3 .101 3 .101 3 .1 0 1 3 -2S6 3 .2 5 8 • — . —
5 4  L en g th . G M 94X 3 . S td . H.T. La m  m a x 3 .4 7 6 3 .4 7 6 3 .4 7 6 3 .4 7 6 3 .4 7 6 3 .4 7 6 3 -4 7 6 3 .4 7 6 3 .4 7 6 3 .4 7 0 3 .8 3 1 3.631

S 5  L en g th . G M 9 4 X 3 . W id e  F a c e ^ 3 in  m a x ~ — 3.4 76 3 .4 7 8 3 A 7 6 3 .4 7 6 3 -4 7 6 3 .4 7 6 3.631 3 .0 3 1 — —

5 6  L e n g th  G M 9 4 X 4 . S td  H T l 3 in m a x 3 .6 7 6 3 .6 7 6 3 .6 7 6 3 .6 7 6 3 6 7 6 3 .6 7 6 3 .5 7 0 3 .6 7 6 3 .6 7 6 3 .6 7 6 3 .8 3 1 3.031

S 7  L en g th . G M 9 4 X 4 , W id e  F a c e >H3 in  m a x — — 3 .6 7 6 3 .6 7 6 3 .6 7 6 3 .6 7 6 3 .6 7 6 3 .8 7 6 3 .831 3-931 — —

5 8  L en g ih . G M 9 5 X 2 . S IO .-H  T m  m a x .3 05 .? 3 .0 5 2 3 .0 5 2 3 .0 5 2 3 .0 5 2 3 .0 5 2 3 .0 5 2 3 .0 5 2 3 .0 5 2 3 .0 5 2 3 .2 0 ? 3 .207

5 9  L en g th . G M 9 3 X 2 . W id e  F a c e l 3 in  m a x — — 2 .0 5 2 3 .0 5 2 3 .0 5 2 3 0 5 2 3 .0 5 2 3 .0 5 2 3 5 0 7 3 2 0 7 — —

6 0  L en g th , G M 9S X 3 . S td . H .T . L 3 in  m a x 3 .4 2 7 3 .4 2 7 3 .4 2 7 3 .4 2 7 3 .4 2 7 3 4 2 7 3 .4 2 7 3 .4 2 7 3 .4 2 7 3 4 2 7 3 .5 5 2 3 .562
6 i  L en g th . G M 9 5 X 3 . W id e  F a c e *-3 <n m a x — — 3 A 2 7 3 .4 2 7 3 .4 2 ? 3 4 3 7 3 .4 2 7 3 .4 2 7 3 .5 8 2 3 .5 8 2 — . —
82  L en g th . G M 9S X 4 . S td .'H .T L3 in  m a x 3 .6 2 7 3 .S 2 7 3 .6 2 7 1 6 2 7 3 -62? 3 6 2 7 3 .6 2 7 3  6 2 7 3 .6 2 7 3 .6 2 7 3 .7 8 2 3 782
6 3  L en g th . Q M 9 S X 4 . W id e  F a c e 1 L3 in  m a x - - 3 .8 2 7 3 .6 2 7 3 .6 2 7 3 6 2 7 1 8 2 7 3 ,8 2 ? 3 .7 8 2 . 3 .7 6 2 - -

r R e p f ijs e t 'u s  g e a r b o x  c a p a b il i ty  o n ly . C o n t in u o u s  103d lorquCi c ap a b ility  will v a ry  w ith g s a r  ra tio , m o to r s e le c tio n . a n d  o D ^ ra t in g  c o n d itio n s .  S e e  p a g e s  3  a n d  4.
section  IV. «n 'S e rvo  M oW r A p p lica tio n  N o te s"

4: S h a f t ro ta tio n  is  o e s i g r a i e d  w h ile  lo o k in g  a t  o u ttx u  s h a f t  o*  g e e r b o *  w tlh p o s it iv e  v o t ta g c  I*} o n  n u m o e r  i ie n v m a i.  G c a rm o io r  <* p o la ri ty  r e v e rs ib le .

GM9XXX SPUR GEARMOTOH DIMENSIONS

HEDS 90X0 OPTICAL ENCODER DATA (25° C)
P A R A M E T E R S Y M B O L l U N IT S M in . T y p . M a x .

6 4  E n c o d e r  R e s o l u t i o n ,  H E D S  9 1 * 0 N  1 O P R 9 6 5 0 0 5 1 2

6 5  E n c o d e r  i n e r t i a .  H E D S  9 1 X 0 Je 1 0 2 - i n - s 2 — 8 .0  x  1 0 -s

6 6  E n c o d e r  W e i g h t .  H E D S  9 1 X 0 We j 0 2 — 1 5 8 —

6 7  E n c o d e r  L e n g t h .  H E O S  9 1 X 0 u  I i n  m a x — — 0 .5 9 5

Figure E.2: DC Motor - Page2
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