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Abstract

Three topics in nonlinear control are studied in this thesis:

Adaptive control is investigated for a class o f nonlinearly parameterized systems by 

backstepping. An adaptive controller is constructed for MIMO nonlinearly parameterized 

systems with nested triangular form. The design procedure is developed based on the 

adaptive backstepping design technique. The designed controller guarantees that the 

corresponding closed-loop system is globally asymptotically stable for any unknown 

parameters which enter the system nonlinearly.

Adaptive control problem is also investigated for MIMO nonlinear DAE systems with 

unknown parameters appearing linearly in both differential and algebraic equations. The 

DAE system is converted into an equivalent ODE system. An adaptive controller is 

designed by the backstepping technique and the asymptotic stability o f the system is 

guaranteed.

A parallel robotic system is studied as a test-bed to illustrate the backstepping control 

approach. For comparison, PD control is also designed and implemented on the parallel 

robot. The given simulation and experimental results are satisfactory for both 

backstepping and PD control approaches.

Key Words: backstepping, nonlinear control, adaptive control, differential-algebraic 

equation (DAE) systems, parallel robot
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Chapter 1

Introduction

1.1 Background

In th is thesis, several topics in nonlinear control are studied by the backstepping technique. The 

adaptive control problem s are investigated by backstepping for a class of o rdinary  differential 

equation (ODE) system s and differential algebraic equation (DAE) system s in C hap ter 2 and 

C hapter 3 respectively. In  C hapter 4, the  controllers for set point controls are designed and 

im plemented on b o th  backstepping and  PD  control schemes for a parallel robotic system. The

backstepping technique plays a  key role in th is  thesis. F irst of all, we are going to  give a brief

introduction to  the  backstepping design technique.

G reat progress has been m ade in nonlinear control since a recursive design procedure, called 

backstepping, was system atically developed by [10]. For details in th is  subject, see [14], [34], 

[28] and references therein. The backstepping technique can be perfectly applied for a class of 

nonlinear system, specifically, ’’lower trian g u lar” nonlinear systems. L e t’s take a simple exam ple 

to  illustrate the basic idea of backstepping. Consider the following 2-th  order system

x i =  X2 + 4>i{xi) (1 .1)

±2 =  u + (f)2{x l , x 2) (1 .2 )

where u  is the control input, >̂1(x i), ^ ( T I j 2^ ) are the functions of x \  and  X \,X 2 respectively,

2
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which are as differentiable as needed and vanish at the origin. O ur aim  is to  design the control 

input u  to  stabilize the  states x i ,x 2 to  the origin. The backstepping technique is a  recursive 

design procedure. In  each step, a Lyapunov function candidate is constructed  and by choosing 

a controller a, the  derivative of the Lyapunov function candidate is m ade negative definite. 

Step 1 : Consider the Lyapunov function candidate

Vi = \ ( x x) 2

Differentiating V\ w ith  respect to  tim e yields

Vi =  x 1(x 2 +  <f>i)

By introducing a v irtual controller

o i(x i)  =  - c i x i  -  ^ i(x i)

with ci is a positive num ber,

Vi =  - C i ( x i ) 2 +  x i ( x 2 -  a i)

Step 2: Consider th e  Lyapunov function candidate

V2 = V1 +  i ( x 2 -  au )2 

Differentiating V2 w ith  respect to  tim e yields

V2 =  - c i ( x i )2 +  x i(x 2 -  a i )  +  (x2 -  a i )

It is not difficult to  see th a t the  controller

dcx
u  =  - c 2(x2 -  a i )  -  Xi -  (f>2 +  C1-3)

3
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makes V2

V2 =  - c i ( x i ) 2 -  c2 (x2 -  a x) 2

negative definite, which implies the feedback controller u  can stabilize the corresponding closed- 

loop system  (1.1), (1-2), (1.3).

By the  developed backstepping technique, several topics are studied in the areas of nonlinear 

control. The thesis is organized as follows:

C hap ter 2 and  3 involve more theoretical research and C hap ter 4 is the experim ental p a r t. 

Backstepping is extended in the adaptive control from the  linearly param eterized system s to  the  

nonlinearly param eterized systems w ith nested triangu lar s tru c tu re  in C hapter 2. T he devel­

oped m ethodology based on backstepping can stabilize the m ulti-input m ulti-ou tput (M IM O) 

system  w ith th e  unknow n param eters entering th e  system  nonlinearly.

In C hapter 3, th e  adaptive control problem  is investigated based on th e  adaptive backstep­

ping for DAE system s w ith unknown param eters appearing linearly in b o th  differential and  

algebraic equations. We propose three algorithm s to  produce a set of new coordinates, in which 

the original system  is expressed in lower triangu lar form. A n adaptive controller is designed 

by the backstepping technique and the asym ptotic stability  of the  system  is guaranteed. As an  

application example of DAE systems, a constrained m anipulator w ith  flexible joints is stud ied  

to  illustra te  the  proposed methodology.

In C hapter 4, we take a parallel robot as a test-bed  for the  nonlinear stabilizing controller 

designed by backstepping. The experim ental setup  is in troduced and the  controller design 

procedure is shown w ith  the sim ulation and experim ental results.

1.2 L iterature R eview

The m ethodology developed in [10] is for linearly param eterized system  and in stric t feedback 

form. Up to  now, m ost of the  existing results ob tained  by th e  adaptive backstepping design 

m ethod are lim ited to  the  linearly param eterized system s w ith  lower triangular form. [23] 

studied the  adaptive control of the m ulti-input m u lti-ou tpu t (M IM O) nonlinear system s w ith  

nested triangular structu re , which is in troduced  in [25] for the  first tim e. In  [23], the  s tric t 

feedback condition is relaxed for M IM O nonlinear systems.

4
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O n the o ther hand, by com parison w ith comprehensive reports on the  development in the  

area of adaptive control w ith linear param eterization, few papers are published for adaptive 

control for nonlinearly param eterized systems. In  [27] and [40], the problem  of the global 

adaptive control was solved for the  nonlinearly param eterized systems w ith  the  bound of the 

nonlinear param eters assumed a priori. Nonlinear term s considered as the functions of unknown 

param eters are assumed either convex or concave in [12]. In [18], system atic design m ethods 

of adaptive control for nonlinearly param eterized system s are presented w ithout im posing any 

ex tra  conditions such as convex/concave condition or the upper bound on the unknown p ara ­

m eters. However, the results in [18] are lim ited in single-input single-output (SISO) system s. 

T he extension to  the MIMO nonlinearly param eterized system s still rem ains open. Meanwhile, 

th e  nonlinearly param eterized system s w ith nested triangular form model more general forms 

of the real system s th an  the ones w ith  stric t triangu lar forms, which can be considered as a 

p articu lar case of the ones w ith nested  triangu lar form. Therefore, it is na tu ra l and of p ractical 

im portance to  investigate the problem  of adaptive control for M IM O nonlinearly param eterized 

system s w ith  nested triangular forms, in which the conditions of stric t feedback form and linear 

param eterization are respectively relaxed to  nested  triangu lar form and nonlinear param eteri­

zation.

In C hapter 2, an adaptive controller is constructed  for M IM O nonlinearly param eterized 

system s w ith  nested triangular form. Based on the  recursive adaptive backstepping and inspired 

by [23], a design procedure is developed for the  construction of an  adaptive controller. The 

success of the design procedure is guaranteed  by the  assum ption involved in th e  functions 

which the  unknown param eters en ter nonlinearly. Two lem m as proposed in [18] are applied 

to  separate  the unknown param eters linearly from th e  nonlinear param eterization. Instead  of 

estim ating the vector of the original unknow n param eters, a  new scalar param eter is in troduced 

by th e  com bination of the original unknow n param eters and is estim ated. T he derived adaptive 

controller guarantees th a t the  global asym pto tic stab ility  of the  closed-loop system  w ith  the  

estim ation of the scalar param eter. Finally, one num erical example is studied and the sim ulation 

results are given to  illustra te  the design m ethodology proposed in th is chapter.

Differential-Algebraic E quation  (DAE) system s (also referred to  as singular, descriptor,

5
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sem istate, generalized systems etc.) arise naturally  as dynam ic models of electrical [32], me­

chanical [29] and  chemical engineering [4] applications. I t constitu tes an  im portan t class of 

systems of bo th  theoretical in terest and practical significance. In  theoretical research on DAE 

systems, m ost of the  work focused on the issues related to solvability and num erical solutions 

[2] [3]. There was also some work on the topics of feedback linearization [11], observer design 

[42], d isturbance decoupling [22], in p u t-ou tpu t decoupling [24], o u tp u t tracking [13] [21], o u tpu t 

regulation [9], stabilization [26] [30], robust stabilization [20], over- and underdeterm ined non­

linear analysis[16]. In  practical applications, it is known th a t  mechanical system s w ith  classical 

holonomic and nonholonomic constrain ts [41] and robotic system s w ith kinem atic constraints 

[13] [31] are m odeled naturally  by DAE system s. DAE system s are also known as dynam ic 

models in  power system s [8] and chemical processes [15].

In  above m entioned theoretical research and practical applications, the  param eters in the 

DAE system s are norm ally assum ed to  be known or given. B u t generally, it is not the case 

in practice. For example, for a constrained robotic system , the  param eters such as inertia, 

dam ping, stiffness and friction coefficients in the dynam ic equations are norm ally unknown or 

difficult to  measure. Therefore, it is necessary to  investigate th e  adaptive control problem  of 

DAE system s w ith  unknown param eters.

In  C hapter 3, one m ethodology will be developed to  design a  stabilizing feedback controller 

for the  m ulti-input m ulti-ou tput (M IM O) DAE system s w ith  unknown param eters. O ur aim 

is to  find a  change of coordinates to  transform  the DAE system s into an  equivalent ordinary 

differential equation (ODE) system s w ith  lower triangu lar s tructure . As a result, adaptive 

backstepping is applied to  design an adaptive controller for the  resulting ODE system.

As an  im portan t application of DAE system s, the issues of constrained m anipulators have 

been the  focus of research recently [6] [37] [39]. M any robotic m otions require contacts to  be 

m ade w ith the environm ent by the  end-effector of the robot m anipulator. O n the  o ther hand, the 

flexibility of jo in t transm issions is significant in m any applications and proper com pensations are 

required in order to  achieve accurate regulation and fast m otion tracking [36] [38]. This chapter 

provides one approach to  handle th e  constrained m anipulator w ith  flexible joints. Different from 

the trad itional PD  control based on th e  property  of skew sym m etry  [38] [39], our approach 

does not require th is property, b u t focuses on the  dynam ics of the  system  itself. For some

6
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constrained m anipulators in which the property  of skew sym m etry is difficult to  obtain, the  

approach proposed in C hapter 3 can also handle this kind of constrained system s. Following 

the approach proposed in this chapter, one adaptive controller is designed for a  constrained 

m anipulator w ith  flexible joints in Section 3.4. T he sim ulation results show the effectiveness of 

this approach.

Today, most of the  robotic systems th a t  are popular have the  links connected sequentially 

from a fixed base. Typically, all the joints of serial robots are actuated. For serial robots, 

there is quite a few lite ra tu re  in the dynam ics [35], [7] and control results [1], [33]. Different 

from serial robots, parallel robots have the  links connected in series as well as in parallel 

combinations forming one or more closed-link loops and typically, not all the joints are ac tua ted . 

The actuators are placed closer to  the base or on the base itself. This makes parallel robots 

have lighter moving parts , which leads to  greater efficiency and faster acceleration a t the  end- 

effector. Parallel robots also offer greater payload handling capability for the  sam e num ber of 

actuators. Therefore, parallel robots are more suitable for fast assembly lines, flight sim ulators 

and robotics m achining, etc.

In C hapter 4, a  parallel robotic m anipulator will be studied as an  example of the  DAE 

system. A nonlinear controller is designed by th e  backstepping technique for the parallel robo t 

based on the dynam ical model derived in [5]. T he designed controller will also be im plem ented 

and bo th  of the  sim ulation and experim ent results will be shown. For comparison, th e  sim ulation 

and experim ental results of the PD  controller will be also provided.

7
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Chapter 2

Adaptive Control o f MIMO  

Nonlinearly Param eterized System s 

w ith  N ested  Triangular Structure

2.1 Introduction

T he m ain content of th is chapter is to  construct an  adaptive controller for MIMO nonlinearly 

param eterized systems w ith nested triangu lar form. Based on the recursive adaptive backstep­

ping and inspired by [23], a design procedure is developed for the  construction  of an adaptive 

controller. The success of the  design procedure is guaranteed by the  assum ption involved in 

the functions which the unknown param eters en ter nonlinearly. Two lem m as proposed in [18] 

are applied to  separate the  unknown param eters linearly from the  nonlinear param eterization. 

Instead  of estim ating the  vector of the original unknown param eters, a  new scalar param eter 

is estim ated, which is introduced by th e  com bination of the original unknow n param eters. T he 

derived adaptive controller guarantees th a t the  global asym ptotic s tab ility  of the  closed-loop 

system  w ith the estim ation of the scalar param eter. Finally, one num erical example is s tu d ­

ied and the  sim ulation results are given to  illustra te  the  design m ethodology proposed in th is 

chapter.

8
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2.2 Problem  Form ulation

Consider a  MIMO nonlinear system  described by

x \  = x l  + cf)\1(x \ ,9 )  + '£'T= 2 x{<Pis ( x 1, - - - , x s

4  =  4 + i  +  4 X( 4 > • • • . 4 >d) +  4 4 s (x1, ■ ■ • . * s *, * !. 0 )

= u 1 +  4 i ( a;1>0) +  F ; ^ 2 a:! 4 i ( a;1» - - - .a::S 1> 4

=  4  +  ^ ( x 1,- • • 1,x l1, 0 ) +  l ] ^ + i x f ^ l s (x 1, - - - , a ; s \ x ? , 0 )

4  = 4+i + 4(4,---,xI x, mi, - - - ,4,0) + >2;S 1>4 >61)m „sjAs(—l ~s—1 „s

i^i  =  u i +  0 ” (x1, - - - , z *  1, x l , 0 ) + E ^ i + i a:i C i(a::1 , - - - , x s 1, a;J, 0 )

~ m  _  ~ m  , ± m m ( ~  1 ;=m —1 . # . zd\
~  ^fc+l ^  Pfc > 5 x  > X1 > ? x k ’ 17 J (2 .1)

where x1 =  (x |, • • ■, x\l )T and 0 6  R 9 is the vector of the  unknown param eters, which enters 

the involved functions nonlinearly.

The structu re  of (2.1) is called nested  triangular form, which is in troduced in [23]. Note 

th a t the nested lower triangu lar form  contains the  lower triangu lar form as a particu lar case 

because the former becomes the sam e as the la tte r when all the  interconnections E sL  m  4 C  

vanish for 1 <  i <  m  and 1 < k  < n t . In  [23], Liu has studied the  problem  of adaptive control 

of MIMO linearly param eterized system  w ith nested triangu lar form, in which th e  unknown 

param eters enter the  functions linearly. In th e  following sections of th is chapter, th e  case th a t  

all the involved functions are nonlinear in 0 will be discussed. In  order to  construct Lyapunov

9
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functions based on adaptive backstepping for (2 .1) w ith nonlinear param eterization, we are 

going to  separate  9 linearly from the involved functions. For this purpose, one assum ption will 

be introduced. Before th a t, two useful lemmas proposed in [18] will be given first.

L e m m a  2.1  For any real-valued continuous function f ( x , y ) ,  where x  G R 7", y  G R m, there 

are smooth scalar functions a(x) > 0 , b(y) > 0 , c (x) >  1 and d(y) > 1, such that

\ f ( x ,y ) \  < a{x) + b{y)

\ f ( x ,y ) \  < c{x)d{y)

L e m m a  2 .2  For any positive integers m , n  and real-valued function ir(x, y) >  0,

| * r  \y\n < ( x , y ) \x\m+n +  — TT-W")  I
m + n  m + n

See [18] for th e  proofs of Lemma 2.1 and Lem m a 2.2.

A s s u m p tio n  2 .3  For i =  1, ■ • •, m , s =  i +  1, • • •, m  and k =  1, • • ■, ni,

^ “ (x1, ■ ■ ■, x7-1, x \ ,  ■ ■ •, x \ ,  9) is sm ooth and $£( 0 ,9) =  0 (2.2)

14> k^l r - - , x s~ 1 ,x{ ,9 ) \  <  +  lx il | bk ( z V - - , z s~ \ x ? , 6>) (2.3)
\p = 1j= i  /

where 9% and b™ are nonnegative continuous functions.

As for and b™, w ith  Lem m a 2 .1 , there exist sm ooth functions 7*1 (x1, • • •, of- 1 , x \ ,  ■ ■ ■, x \ )  >  

1 , 7 jjf(x1) • • •, x s_1, x f ) >  1 , c™{9) > 1 and cjf(9) >  1 satisfying

b l ■ ■ ■, x*- 1 , x \ ,  - ■ •, x%, 9) <  7 fc (x1, • • •, x l_1, x \ ,  • ■ •, xi)c%(9) 

6Jf(x1, - - - , x s - 1,xJ,&) <  ’yls (x 1, - - - , x s~ 1, x s1)clks{9)

Since 9 is a constant, c” (0) and c)f(9) are constants as well. Let 0  :=  SfcLi ck (^) +  

2 ^ = i+ i SfcLi ck{9)  be a new unknown scalar constant. W ith  the  results in [19] and  [17],

10
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Assum ption 2.3 can be rew ritten as

■ • ■, z i_ i , x \ ,  ■ ■ ■, x \ ,  6>)j <

iXS~l i x l i e )\ < ( H z C H I  +  lx il ) 7 f c ( z \ - - - , x s~ 1,x[;)© (2-5)
\ p = i j = i  /

As presented in [18], the new param eter 0  £  R  is different from the original param eter 8  £  R 9. 

Instead of estim ating 8 , we estim ate the  scalar param eter 0  >  1 in our algorithm . Up to  now, 

we separate the  param eter 0  from the  involved functions, which is positive and only appears lin­

early in the bounded functions 7 ?̂ and 7 “ . Taking advantage of the linear-like param eterization  

condition, we construct an adaptive controller based on adaptive backstepping.

2.3 M ain R esu lts

In  this section, m ain results about th e  adaptive controller design will be given and a constructive 

proof will be provided.

T h e o re m  2 .4  Considering the system (2.1), under Assumption 2.3, there exists a smooth  

adaptive controller

0 =  r f x 1, • • •, x m, 0 ) 

u i =  (T1-©)

(2 .6)
Ui =  a£. (x1, • • ■ ,x*, 0 )

_ u m =  a ^ f x 1, - ■ ■ , x m ,@)

such that the corresponding closed-loop system (2 .1), (2 .6)  is globally asymptotically stable.

Proof: The proof is based on a recursive procedure. In  each step, a Lyapunov function 

candidate is constructed and by choosing a controller a  and three tuning functions r ,  A and  

the derivative of the  Lyapunov function cand idate  is m ade negative definite. For convenience,

11
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+  X j | xi | j  bfe Ĝ 1 > ■ ■ ■ > 1, x \ , ■ ■ •, Xj.)0 (2.4)
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let =  x lk — a ^._1 w ith  a}, — 0 for 1 <  i < m ,  1 <  j  < rii. 

Step  1.1: Consider the Lyapunov function candidate

Differentiating w ith respect to  tim e yields

Then, by (2.4)

(2.7) takes the form

Tj1 =  x \ ( x \  +  4>f +  X  x i<Pi) -  (© -  6 ) ©
5= 2

< (x i)2! ! 1©

Vi < x \ ( x 2 +  x jy j;1©) — ( 0  — 0 ) © +xj; X  x f  4>\s
s= 2

By introducing the v irtual controller

a j ( x } ,0 ) =  - x \ 0 [

with 0 i ( x \ ,  0 ) =  c\ +  y i1©,

m
Vx < - c \ { x \ f  +  x } ( x ^ - a i )  +  ( r j -  0 ) ( 0  -  0 ) +  X x i $ i

s= 2

Is

(2.7)

(2 .8)

(2.9)

(2 .10)

(2 .11)

w ith  tJ(x];) =  (xj;)27];1 and =  x\f>\s for s — 2 , • • •, m .

C la im  2.5  For each 1 < r < k  and  2 <  s < m , there exist a virtual controller a l ( x \ ,  ■ • • , x}f) - 

—£rP]:(x\, ■ ■ ■ ,x}:) and tuning functions  r* , A* and such that the time derivative of V f  =  ^ 

i{x] ~  ot)_ J 2 satisfies

V? <  ~  X  Cj - s ( r - j )  ( ^ ) 2 + ^ ( a;r + l - a r) +  (r r - 0 )(0 - 0  +  ^ ) + X ;rl $ rS (2 J 2 )
j=1 L Z 1 s=2

Proof o f  Claim 2.5

12
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We have already proved th a t Claim  2.5 holds for r =  1. Assume th a t Claim  1 hold for 

r  =  k. Now, we show th a t  this claim also holds for r  =  k +  1.

S tep l .k  + 1: Consider the Lyapunov function candidate

4 + 1  — 4  +  ^ (4 + 1  ~  4 ) 2

Differentiating V̂ +1 w ith respect to  tim e yields

Vk+i
j =l

^  ~ E  ci  ~  - i )  ( 4 ) 2 +  4 ( 4 + i - 4 )  +  (Tf c - 0 ) ( @ - Q  +  4 )

+  +  4 + i
s = 2 

fc

4 + 2  +  4 + i  +  E 4 4
I s

+ 1
s= 2

j = 1 3 s = 2

for s =  2 , • • •, m.

By (2.4), it follows th a t

4 + 1 4  + « I - E ^ | ( 4 +i + ^ )
• i  ®x i j=l J

&**
fc+i fc

< |4 +i| |4 | + E 1 4 |4 4  + £
L j= i j = i

r fc+i
< |4 +i|  |4 | +  E | 4 | 4 +i 0

L j = i
fc+i

<  | 4 + i | E | 4 | 4 + i 0
j = i

-  o E 4 ) 2 +  ( 4 + i ) 24 + i  +  4 + i (© -  0 )
3= 1

c4 i  + E | 4 | 7 .  
i=i

i i
3 0

where

-i M  . . .^ fc + i4  

^fc+i 4 i ! ’ ’ ’ i ^fc+i >0 )

4 + i )  =  7 4 i +  E
3 = 1

dal
dx )

( i + Pi  h— f 4 ) 4 + i

13
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Pfc+i(xi>---’ a:;Ui’©) = \  + ]̂ Y L { w 1k + l f e z

2 \ / l  +  (Afe+1)2 j= 1
£ ( £ } ) 2 +  (€k+iY

1 fc +  l .  i .2  
o  ̂ (^fc+l) 1 + (^fc+l)2

and Afc+1 will be given later. The last inequality of (2.14) comes from Lem m a 2.2.

Thus, (2.13) takes the form

k

Vfc+1 <  ~ £  (^})2 + ^ + l ( 4 + 2  + ^ + l P f c + l )

1=1
r\ ]_ 772

+ (r fe+i~ © )(0  — 0  +  Afc+1) -  Aj[.+1Aj|.+1 -  £jj.+1 —-JrTlk +  ^ 2  x i^fc+i (2-15)
50 S=1

where

\ iAfc+1

v fc+i

Ji
T k+ 1

\ i 4_ t 1 5o!fc _  y -  ^  5 a ]
fc Sfc+i^g JL^ i+ igg

fc d a l  fc+1
* l s + e k+M l % i  -  £  ^ 4 > Y )  =  £  ( t l  -  £ e ] +r  J 1 ^

l= i 1
r fc + ^ + i  = (x\)2l i l 

1
+ £

/=i

- 7 = = = E K j ) 2 +  ( « ! ) 2 
•J 1 + (V)2 f tZ=2 \ 2

!=*

i  + | (W )2

* , M
d x j

(2.16)

(2.17)

\A  +  ( V )2 j (2-18)

As for the term s —A ]+1A] +1 and  —£j[.+ in  (2-15), there exist nonnegative sm ootha©
functions (Yk+i ( x \ ,  • • •, x \ +1, 0 ) and /3fc+ 1(x], • - ■, x \ + l, 0 ), such th a t

^fc+i^fc+i

c l  d a k T l  
£ fc + l q q  k

^  a £ ( ^ ) 2 +  ( ^ + i ) 2^ + i
1=i

1
— 9 £ ( ^ l ) 2 +  (^fc+l)2|5fc+l

1=1

(2.19)

(2 .20)

By introducing th e  v irtual controller

(2 .21)

14
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with p lk+x ( z j , ■ ■ •, x \ + l, 0 )  =  c\+l +  p \+l + p l+1 +  P l+1,

k + 1 o • m

Vk+l < -  Y ,  l°j ~ o (k +1 _  j)l (^})2 +^fc+l (xfc+2 -  “ fc+l) +  (Tfc+1 -  0 ) (0  -  0  +  Afc+l) + 1 3  ^ l$ fc+l
j = 1 s = 2

(2 .22 )

This completes the  proof of Claim  2.5.

V i . 4- /-I f i  v v i r \  A V 1T rf» r t - f  T/"l   \  "'l̂ l  / /V* 1 ^Claim 2.5 holds until r = n x. At Step l .n i ,  the tim e derivative of |  X !j= i(xj — a )  ' '2

satisfies

n i  r- q  -] • m

Vni <  “ 5 3  C) ~  ( ^ ) 2 + ^ 1(a:n1+l “  « n i ) +  ( 4 ,  “  ©)(© ~  0  +  ^  ) +  Y ,  X1 ^ 1
j = 1 *- s —2

Tr, A* and (t +  1 <  s < m ),  such that the time derivative o f  V f  = \  Y% = 1 2 j = ~  °^j-i)

w ith x ^ +1 =  u i.

C laim  2 .6  For each 1 < r < nt (1 <  i  <  i — 1) and  1 <  r <  k (t = i), there exist a virtual 

controller a \ ( z 1, ■ • •, x l~ l , x \ , • • •, x*) =  — £*/?* ( x 1, ■ • •, z t _ 1 , x*,  • • -,  x*) and tuning functions

rrr  K

2 +  \  Y?j=i(x j  _  a j - i )  2 satisfies

t — 1 q t—1 T q t — 1

p = l j  = l l = p  j = l  p = 1

m

+ £ ( 4 +1 -  4 )  +  ( r j -  0 )(Q  -  0  +  A*) +  £  (2.23)
s=p+l

Proof of Claim 2 . 6

Assume Claim 2.6 hold for t  = i, r  =  fc, we show th a t the claim  also holds for t  =  i, 

r = k +  1.

Step i .k  +  1: Consider the Lyapunov function candidate

f̂c+i = ~ ak)2

Differentiating V£+1 w ith  respect to  tim e yields

n V i  <  - E E ^ - f ( E ^  +  fc- j ) ] ( ^ ) 2 - D 4 - | ( fc- j ) K ^ ) 2 +  E e ^ ( ^ - a S p )
p=lji = l /=p J = 1 p=l

15
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+Ckix k+i ~  a k) +  (r ! ~  ©)(© -  © +  AJ.) +  ^ 2  2+$*?
5=2-h 1

m i ~ 1 np r)rJ m
+04+1- <4) xi+2+̂ fc+i+ X] si^+i _X X  aJ^+ i+^  + E  xt^s)

s=i+l p = l j = l  j  s=p+l

d a l- E  »dH4n + €+ E  *1*,
j=1 ( y X 7 s=2+l

is 'i Q

<90
(2.24)

where +1 =  uv for p  =  1, • • ■, i — 1. Rew riting (2.24), we have

i - 1 rip 2—1 2 — 1

h« < - E  El4 - f (En‘+<= - j)K4)2 - E(4 - §(* - Meif + E  SU
P= l j  = l J=p j - 1 p=l

772

+  (r l ~  0 ) ( 0  -  © +  A*.) +  'jjT Xl^ l+ 1  +  £fc+l +  Xk+2 +  <4+1

u D -  a t

s ~ i - f-1

- E E i j k +i + *f+ E  ^ ) - £ ^ ( * S +1 + * ? ) - | f  §
p = l j = l  j  3=p+l j = l  J

(2.25)

where

(4s
fc

* ? + i =  h ' + h w U f + . - E l l ^ - E E S ^ 'S x  ̂  ̂j= i P=1 i= l  a x J

*+i /  fc <9cd\ np /  p "P” 1 d a q k d a i
E  («■- E ^ i f ) ^  + E  k  - E_p E  - E 4 u —
z=i \  j+1^

It follows from (2.4) and (2.5) th a t

<

<

£ l+i

2—1 72p
<9ai <9ad

s + « « - E E d ( 4 t , ^ +  E  ^ ) - E i 3 ( 4 + i  + $>
p= l j= l  ^  1 s=p+l j = 1 UXj

( i - l  np k+ 1 \

E E ^ I  + E M  ™*+ie
p= ij= i  j= i y

( 2 -1  2lp fc+ 1  \

EE|«'| + Ek;| K « e
p = l j= l  j = 1 J

£  ;  ( E E K ' ) 2 +  E ( « i ) 2') + « i + i ) V U i + ^ + i ( © - e )

(2.26)
\p—i f= i j = i

16
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w ith

' i - 1

4 + 1

Lfc+l —

2 + 2 ( EE nl + ^ + 1 I (wk+1)2®2 (2.27)
0 =i
1 / i - l  "p

E  E«P2 + E«5)2 +
2 ^ /1  + (Afc+ 1)2 \ P= i j= i  j= i

1
(ei+i )2 2 + 2 | EE ni + ̂  + 1 J (4+i)2

Vi=i
l  +  (AJfc+1)2 (2.28)

Lem m a 2.2 is used in the last inequality of (2.26). 

Thus, (2.25) takes the form

i - l  np 2 —  1 1 1, 2 —  1

h + i <  - E E ^ - i ( E " ‘ +  * - : » - # i ) 2 - E [ 4 - i ( * ' / > - ) ] ( © 2 +  E « p ( “ >>
p = ij= i i=p j =l p=i

772

+ 4 + 1  (4 + 2  +  4 + lP /l+ l)  +  (4 + 1 — ©)(@ ~  © +  4 + l )  +  ^ 4  4 4 + 1
S = 2 H - 1

— A i  X* — 0  k i A k + l A k + l  ? fc + l
5 0

where

4 + 1  — 4  +  £*.+ i M
50

4 +1 _  4  +  A fc+1

(2.30)

(2.31)

As for the term s —A \ +1A*.+1 and — in (2.29), there exist nonnegative sm ooth

functions /?^+1 and 4 +1- such th a t

2 —  1  np
4 + 1 4 + 1  <  o  y E  y ^ x c pj ) 2 + Y x t ) ) 2 + (^ i+ i )2/3fc+i

« M r iSfc+1 Tfc
5 0

p = i j = l  

i —1
1=1

k

p=l j= l

By introducing the v irtual controller

^  ^ E E ^ ) 2+ E K i )2 + K w )2i i
3 =  1

(2.32)

(2.33)

afc+nx , E 4  - • • • -4 + i -  @) =  - 4 + i 4 + i (2.34)

17
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with (31+xix1, ■ ■ •, x 1 \  x | ,  • • •, x \ +v 0 )  =  4 +1 +  p l+1 +  0'k+1 +  (3'k+1,

i—l np g i—1 fc+1 i - l

14+1 < - £ B 4 - f i E 1* ! + k  +1 -i))Kj)2 - £ [ 4 - ? < * + 1  -3)](ffl2 + £ « . ( < ■ * - < )
p= l j= l  Z=p

’ J > L’ J 9  '
1=1 p= 1

+£fc+l(x fc+2 _  a fc+l) +  (r fc+l~ @)(@ -  © +  ^fe+l) +  X ]  Xl^fe+1
s = i- f  1

(2.35)

which completes the proof of Claim 2.6.

Claim 2.6 holds for each r — nt (1 <  t  < m  — 1) and at each Step t.n t  the tim e derivative 

of =  I  E p = i E " = i ( ^  -  a ? _ i ) 2 satisfies

t n p t
'4‘ < - £ £ [ 4 - 5 < £ ’> i - i ) l K ? ) 2 + £ « S p ( ”i . - < ) + « . - e ) ( 6 - e + AC +  £  * 1* 1.

ytS
O V /  J • . / / JX'SJ/  ■ ^  '5H p \ " F  1 \ ’ T«t “  / V ~ ~  ’ ' -Tit /  ’ /  J J. Tit

p = l j = l  l—p  p = 1 S = t + 1

(2.36)

and for f =  m , r  = n m a t Step m .n m the  tim e derivative of = \  E ^L i ~  a j - i ) 2

satisfies

m

C, < - £ £ ! 4 - 5 (£»‘- 3)](«i)2 + £ « B(“p -< )  + (Cm-e)(e~e + c m) (2,37)
p=l j=l l=p p= 1

with x^ 1+1 =  ttp .

By choosing real positive num bers (?■ to  make sure the te rm  c?- — |  ( E ™ p n * — j )  >  0 f°r 

l < p < m ,  l < y <  n p, it is obvious th a t  the  controller

■ui =  ( x \ 0 )

-tim =  a £ m( x \ - - - , x m, 0 )

(2.38)

and the estim ator

make V̂ 71 negative definite, therefore guarantee the  asym ptotic stability  of the  closed-loop

18
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s y s t e m  ( 2 .1 ) ,  ( 2 .3 8 )  a n d  (2 .3 9 ) .

2.4 N um erical Exam ple

In th is section, one numerical example is studied to  illustrate the  design methodology developed 

in th is chapter. Consider one two-input system  w ith nonlinear param eterization

x\  =  2x\ +  3xf

x \  = ui + 4>\l { x \ , x \ , e i )  + x l4 > f{ x l ,e 2)
(2.40)

x\  = x\  +  4>f(x\,x\, x l ,03)

±2 = u 2

where 0 ^  =  x ^ l  +  (x£)2/ 3] ( i9i )^, 0 i >  0 , 4>f =  h i[l +  0 ? 2 =  [(^ i)2 +  {4 )2} and

the  tru e  values of 9\, 02 and 63 are 2 , 1 and  0.8  respectively.

In  th e  system  (2.40), the  unknown param eters 91, 02 and 93 enter the functions cf)\j1, cj>\2

and 0 22 nonlinearly and the  subsystem  ( x ^ x ^ )  is nested in  the larger subsystem  (x},X2 , x 2)

th rough the  interconnection x2022.

For th e  function 0 ^  ^  follows th a t

l ^ 1) < |*i| l^il^ + |*i| |®2| / l^il^

<  |* l | l « i l x ? + | | ^ |  +  | | * l | 3 N tol

<  -  L l |  +  U I  [e i (* l )Z+ 2 ln2|fli| +  I ( x l)2e |( x l ) 2 + i l n 2|0i|]

3 I I I * 3

< |  \4 \ + |*i| [ê )2 + ^{x\)2e i ^ Z}e4 ^ \

w ith =  e 2 x̂i 2̂ +  | ( x i ) 2e 2(xi )2 >  1 and e 2 ln21011 >  1 . Lem m a 2.2 is applied during the

inequality derivation above.

For the  function 022, 022 < \92\ |x 2|. For the  function 0 22, it follows th a t

I 001 2 I 1 |3 2 | 1 |3 2  I ,|3fl3
|0 r |  <  3  |a=i| d- 3 |^ 2 j + 3  |* i

19
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where 722(2i, x 2, xf) =  | ( x {)2 +  g ^ ) 2 +  ez ^d+O^i)2] > 1 and ea^303 x)2 > 1. 

Let 0  =  e5In2leil +  \62\ + e ^ 303- 1)2 > 1 and it follows that

<t>¥ < (|zi| +

4>l2 < j ^ i l©

<t>f < (|^i| +  m  +  \x i \ ) l i 2(x i>x2,x i)® (2.43.)

Following the  design procedure presented in th e  last section, the adaptive controller o f the  

system  (2.40) is constructed as follows.

Step  1.1/ Define Lyapunov function candidate

7  =  1 ( h )2

Differentiating Vj1 w ith respect to  tim e gives

Vi — — c i ( x \ ) 2 +  2 x \ ( x \  — a}) +  2>x\x\ (2.42)

with

“ i(* i)  = ~ \ c'x\

Step 1.2: Consider the following Lyapunov function candidate

Vi = Vi + i ( ^  -  a i ) 2 + \(Q  -  ©)2 (2.43)

Differentiating V2 w ith respect to  tim e yields

V2 =  - c i ( x i )2 +  i \ [2 x \  +  Ui +  (j>\1 -  ^ r ( 2 a / i  +  3x2)] +  x l(3 x {  +  -  (0  -  0 )  0  (2.44)

20
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with £2 ~  x \  — a i an<^ f°r ^  follows th a t

l ^ 1) < |^ | (|®i| + k lb ^ 1©

<  | ^ |  ( |* l | +  | ^ | +  |« i |)721©

< |^| (|®i| + |^ |)( i + ^cibJ1©

(2.45)

where p1( x j , 0 ) =  5 +  (xxi)20 2 and A x { x \ , x 2) 

( l  +  i c i ) 7 ^ .

Thus, (2.44) produces

^ [ ( ^ ) 2 +  ( d ) 2] +  & ) 2M 2 w ith  ^ ( x i )

with

V2 =  -  (Cl -  ~  c2 ^ 2)2 +  x l(3 x{  +  +  { A x -  0 ) ( 0  -  0 )  (2.46)

Ui ( x i , X2 , 0 ) =  - c ^ i \  -  2x \  -  ^\px  +  (2X2 +  3a;i)

Step 2 .1 : Consider the following Lyapunov function candidate

Vi =  V i  +  ^ (x 2) 2

Differentiating V i  w ith respect to  tim e yields

V ?  =  ~ { c \  -  2 ^ x ^ 2 ~  c2(£^)2 +  x 2i { Z x \  +  i \4> f +  x 22 + 4>f) +  { A x -  0 ) ( 0  -  ©) (2.47)

and for x 2( ^ ^ 22 +  ^ 22)> ^  follows th a t

c f b ? 2 l l 0| * ? ( ^ 2 +  * ? ) |  <  |x l|  [|^2 l^l) +  ( |x l |  +  |x 2 | +

|®l| >/ l  +  ( ^  +  ( M |  +  |^21 +  x i |) 7 :

cil + k ii +

< T2Xl\

< xi D 2 +

0

501 )7 ? 0

x x , x 2 , x x ) 9

21
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-  \ ^ 2 +  5 ^ ) 2 +  ( x i ) 2p2 ( x l x i x l e )  

+ A 2 ( x \ , x 2 ,Xi)(© -  0) (2.48)

where w 2(x \,  ^ 2> x i)  =  \ / 1 +  ( d ) 2+ ( 1+ 5 ^ ) 7 f , p2 {x\, x \ ,  x \ , 0 ) =  i+ § (u ;2)20 2 and  A2 (4 ,:4 , 1

^ [ ( ^ ) 2 +  ( d ) 2 +  ( ^ ) 2] +  l M 2( ^ ) 2.

Thus, it follows th a t

C 2 =  - ( c i  -  1 ) (4 ) 2 -  ( 4  -  - ) ( 4 ) 2 -  c2(x2)2 +  x\{xl  -  a\)  +  (Ax +  A2-  0 ) ( 0  -  0 ) (2.49)

w ith

a l ( x \ ,  x \ ,  x f ,  0 )  =  - c \ x l  -  3x{ -  x \ p 2

Step  2.2: Consider th e  following Lyapunov function candidate

V22 = V? +  ^ ( x 22 -  a f )2

Differentiating V2 w ith respect to  tim e yields

V i  =  ~ ( ci -  l ) ( x i )2 -  ( 4  -  ^ X S j ) 2 -  c i ^ i ) 2 +  £2 x \  + u 2 -  ^ ^ ( 2 x 1  +  3xj

- g ( u 1 +  ^ + ^ 2) - ^ | ( x 2 +  ^ 22) M §
d@

(2.50)

+ (Ax + A2-  0)(0 — 0)

where

£2

9 a 2

d x \

d a \
d x \

d a \
d x \
d a f

2 2x 2 ~ a f

—3 — 3x 1w 2

— r  =  - 3 x lW2 &

-7 = 12=  +  (1 +  L i d * }  
A  + ( d r  2 3

02

_ \ A  +  ( £ 2 ) '

+ ( 1 +  \ cl ) ^ x 2 0

- c 2 - p 2 -  6w2( l  +  ln[1  +  (x2)2]r ^ 0 2

—3x2(u;2)20

22
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Let

2 x'3
0

qf =  cf +  p2 + 6 w 2 (1  +  i c i ) e 2 ln2[1+(xi)2l ln[l +  (a:? )2]© 2 

T hen | ^ | |  <  q\ and | | ^ |  <  q\. Therefore, for [ | ^ f +  xf<^2) +  | ^ f 2], it  follows th a t

(2.51)2r<9o-l / ,11 2 ; 12'> , 9 4 , 2 2 ,
£21^-1(02 + X102 ) +  -5“ 2 <Pl J

< kil

d x \  

d a 2

d x \

d a 2

d x \

[ (k i l  +  k i l b i 1 +  (^ i)2] +
d a \
dxk

d x \ ( k i l  +  k a |  +  \x i M l  + (x l ) 2 + 42l ) +

( |xi |  +  k i |  +  \x l \ h i 2

d a 2

0

d x \ ( k i  +  M  +  \x i \ h i 2 0

< |̂ 2j (k i| + l^ i + k ip ^30

<  ^ (^ i)2 +  ^ (^ i)2 +  ^ ( x i) 2 +  ^ ( ^ ) 2(^s)20 2 +  A 3( x \ , x i x l , x l ) ( Q

where u;3 (x];, x2, x f, x 2) =  ( l - f^cf)

(^)2 + ( ^ )2] + i ( ^ 3)2(^ )2.
Thus, it follows from (2.50) th a t

<A ( V 1 +  M )2 +  y i l )  + i h ? A3 (x f ,x£,x f ,  xf) = \  [{x\)2+

V2 =  - ( c i - ^ ) ( ^ i ) 2 - ( c 2 - l ) ( ^ ) 2- ( c i - ^ ) ( ^ ) 2- c 2(?|)2 +  ( r3-  0 ) ( 0 - 0  + £ f ^ | )  (2.52)

w ith

U2( x j , x f , x f , x f , 0 ) 

r 3(xi, X2) xl! x2)

2 - 2  2 9a\  , „ 2. da\ d a \  2 da\
+  212 +  3 l l )  +  a i f 1 +  S i l !  +  i

A\ + ^2 + As
x2 + -  ? d (^3)2©2

It is obvious th a t the  feedback controller u \ ( x \ ,  x \ ,  0 ) ,  U2 (x \ ,  x 2, x f , x 2, 0 )  and the estim ator 

0 =  t 3 (x f , x2, xf,  xf) make V ^<  0 > which implies the  global stab ility  of th e  closed-loop system .

T he sim ulation results in Figure 2-1 show the  s ta te  responses and param eter estim ation of 

the closed-loop system  (2.40) w ith the  initial conditions x i(0 ) =  X2 (0 ) — x 3(0) =  X4 (0 ) =  0.1 

and 0 (0 ) =  0. It dem onstrates th a t  the  adaptive regulation for the  system  w ith nonlinear pa-
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Figure 2-1: Responses of s ta te  variables

ram eterization and nested  triangu lar s tructu re  can be achieved via the m ethodology developed 

in this chapter.

2.5 Conclusion

In this chapter, the problem  of adaptive control is studied for a  class of M IM O nonlinearly 

param eterized system s w ith nested trian g u lar structure. T he m ethodology is developed based 

on adaptive backstepping technique. O ur m ethod benefits from bo th  [18] and [23]. The results 

in [18] is extended to  a  class of M IM O system s w ith  nested triangu lar form and adaptive
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controllers are constructed. It is shown th a t the resulting adaptive controller guarantees the 

global asym ptotic stability  of the closed-loop system.
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Chapter 3

A daptive Control o f Nonlinear 

Differential-Algebraic Equation  

System s

3.1 Introduction

Consider a MIMO nonlinear DAE system

x  =  f i ( x ) + p i ( x ) z  + g i (x )u  +  a i ( x )0  (3.1)

0 =  f 2(x) + p2(x )z  + g2{x)u + a 2(x)d  (3.2)

V = h {x ) (3.3)

where x  £  R n is the  vector of differential variables, z  £ R s is the  vector of algebraic variables, 

u £  R rn is the vector of inputs, y  £  R 'n is the  vector of ou tputs, 9 £  R* is the  vector of 

unknown param eters, / i (x ) ,  f 2 {x), p i ( x ) ,  P2 (x), g i(x ) ,  g2 (x), ax(x),  a 2 (x), h{x) are m atrix ­

valued sm ooth functions w ith dim ensions of n  x 1, s x 1, n  x  s, s x s, n  x m , s x m , n  x t, s x  t, 

m  x 1 , respectively. Assume th a t the origin is an  isolated equilibrium  point, i.e. / i (0 )  =  0, 

/ 2(C)) =  0 and h(0) — 0 .
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In this chapter, one m ethodology will be developed to  design a stabilizing feedback controller 

for the  m ulti-input m ulti-output (MIMO) DAE system s w ith  unknown param eters. O ur aim  

is to  find a change of coordinates to  transform  the DAE system s into an  equivalent o rd inary  

differential equation (ODE) system s w ith lower triangu lar structure . As a  result, adap tive 

backstepping is applied to  design an  adaptive controller for the  resulting ODE system .

One algorithm , called Standardization, is developed to  construct the  change of coordinates. 

T he application of Standardization is under the  full row rank  condition th a t the block m atrix  

p 2(x) 92 (2 ) in  (3-2) has full row rank. T he other two algorithm s are developed to  g uaran ­

tee the  full row rank condition. T he first algorithm  is to  calculate the  generalized characteristic 

numbers. The second one is proposed to  identify the  constrain ts hidden behind th e  algebraic 

equations. These two algorithm s can be considered as extensions of the  first and second algo­

rithm  in [26] to  adaptive control problem. In  com parison w ith the  algorithm s in [26], one m ore 

term  will be considered a t each step  of our algorithm s in th is chapter, which is caused by the 

term  0 :2 (2 ).

T he key step of th e  change of coordinates also involves the  design of a s ta tic  feedback 

u  =  7 (x )z  +  v. Different from th e  dynam ic s ta te  com pensator proposed in [15], w ith  the  

new inpu t v, our s tatic  feedback control scheme is much sim pler to  handle and guarantees not 

only bounded-input bounded-output (BIBO) stability, b u t asym ptotic stability. T he adaptive 

controller guarantees the global asym ptotic stability  of the  closed-loop system s if the  change of 

coordinates is defined globally. At last, following the approach proposed in this chapter, one 

adaptive controller is designed for a constrained m anipulator w ith  flexible joints in Section 4. 

T he sim ulation results show the  effectiveness of th is approach.

3.2 Problem  Form ulation and M ain  R esu lts

Considering the DAE system  (3.1)-(3.3), the adaptive control problem  is to  find a sta tic  feedback 

u — 7 (x ) z + a (x ,  9) and adaptive law 9= 9(x, 9), w ith 7 (2 ) and a (x ,  9) sm ooth  functions defined 

in a  neighborhood U  of the  origin and a ( 0 ,9) =  0, such th a t  the  corresponding closed-loop 

system
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x  = f i ( x ) + ffi(x )o:(x,0 ) + ^ ( x )  + g1(x ) j (x ) ] z  + a ^ x j d

0 =  f 2 ( x ) + g 2 { x ) a (x ,0 ) + \p2 ( x ) + g 2{x)-y(x)]z + a 2 (x )9

V = h{x)

(3.4)

(3.5)

(3.6)

has the following properties:

1. for any consistent initial condition xq 6  U, it has a unique differentiable solution 

(x ( t ) ,z ( t) )  w ith  x (0 ) =  xq\

2 . lim ^o o  x ( t)  =  0 for any consistent initial condition xo 6  U.

In the following, th ree algorithm s are given to  transform  the  system  (3.1)-(3.3) to  a lower 

triangular form so th a t the  backstepping technique can be applied. A lgorithm  3.4 is applied 

to  transform  th e  DAE system  into an equivalent ODE system . A lgorithm  3.1 and 3.3 are used 

iteratively in A lgorithm  3.4.

The first algorithm  is to  calculate the generalized characteristic num ber defined in [26], which 

is an extension of A lgorithm  3.3 proposed in [24] and A lgorithm  3.1 in [26]. The algorithm  is

developed under the assum ption th a t the m atrix P2(x) g2{x) has full row rank.

A lg o r ith m  3.1: C a lcu la tio n  o f  th e  G en era lized  C h a ra c ter istic  N u m b er

Step 1. Assign <f>0 (x) :=  4>{x) and set k =  0. Calculate Lf,<f>0 (x), L p ĉf>0 (x), L g (̂j>0 (x) and

Lai<Po(x )., where

oix ) 

Lpi <Po (x) 

Lgi M x )

La-\ M x )

9 M X)
d x

d<t>Q{x)
d x

d M x )
d x

9 M X)
d x

• / O )

■Pi(x ) =  

■9i{x ) =

• a i ( x )  =

L P] M X)

L g] M x )

L a ] M x )

... L pj<£0 (x) ... L ps<f>0 (x) 

... L^(f>0 {x) ... L gT4> 0(s) 

... L aj 0 o (^) ••• L a ] M x )

with p[,g{ and a{ are the j- th  column o f p i ,g i  and a \ ,  respectively.
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I f  the matrix
M x ) 92(x )

-̂ Pl M x )  Lgi fo ix )  
vector-valued, smooth function  eo(x) of dimension s such that

has a constant rank s, then there exists a unique

-Lpi 0oi x )  ((>q { x ) =  e 0 \ X ) M x ) 92 (x )

Define that ( f f fx )  =  Lft(f>0 (x )— eo (x )/2 (x) and w x(x) =  La i0 o(x) — eo(x )a2 (x). Otherwise, set 

r  =  1 and terminate the algorithm.

Step k + 1. Suppose we have already defined a sequence o f  fo (x ) ,  (f f fx)  • • - 0 fc(x). Now cal-

P2 (x) g2 {x)
culate l / /10 fc(x), L p^(fk (x),  .Lfll0 fc(x) and  Xa i0 fc(x). I f  the matrix has

- '̂pi0 fc(-r ) - '̂gi0 fc(2')
a constant rank s, then there exists a unique vector-valued smooth function ek (x ) of dimension  

s such that

- '̂pi0 fc(a:) Lgicfikix) = ek (x) P2 (x) g2 (x)

Define that 4>k+1(x) = Lf^(fk{x)— ek { x ) f 2{x) and w k+x(x) — L a icf)k ( x )—ek (x )a 2 (x). Otherwise, 

set r = k  +  1 and terminate the algorithm.

T he algorithm  term inates at S tep r. Such an integer is defined to  be the  generalized char­

acteristic num ber of the function 0 (x ) under the constrain t (3.2). D ifferentiating 4>k {x) w ith  

respect to  tim e, it follows th a t for k  =  0 , 1 , • • -,r — 2

d^ ~  = L fi<l>k(x) + L Pi(t>k {x)z + Lgi(f>k (x)u  + L a,<f>k (x)0  (3.7)

=  4>k+i{x) + wk+i{x)d + ek {x)[f2 {x) + p 2 (x )z  + g 2 {x)u + a 2 {x)d]

and

^ d t ^ ' = L S ^ r - i { x )  + L p^ T_ x{x)z + L m (fT_ 1 {x)u + L a^ r_ x{x)e (3.8)

R e m a rk  3 .2  Algorithm 3.1 will be used in Algorithms 3.3 and 3.4. Different from  the 

algorithms in [24] and [26], besides <pk , Algorithm 3.1 is also involved in calculating Wk due to 

the a 2 term, which the unknown parameter 9 enters.
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Algorithm  3.3 is used to  identify all the  hidden constraints behind  the algebraic equation  

(3.2). I t begins w ith decomposing the  algebraic equation (3.2) into th e  form of (3.9) and (3.10). 

Each step of A lgorithm 3.3 involves calculating the generalized characteristic num ber r % of the  

function 4>%{x) under the constraint produced in the previous step. T he algorithm  is developed 

under the assum ption th a t  the hidden constraints on x  is independent of 9.

A lg o r i th m  3.3: R e g u la r iz a t io n

Step 0. Consider the constraint (3.2) and suppose the matrix p 2 (x) (x) has a con­

stant rank s q . Without loss o f  generality, assume that its first so rows, denoted by bo(x) c q ( x ) 

has full row rank so- Let p  =  s — so, then fo r  each i — 1 , 2 , ■ ■ ■, p, there exists a unique vector 

S %(x) such that

P s2 °+ \ x )  g f + i { x ) = S \ x ) b0 (x) c0 (x)

where P2°+Z(x) and g(fi+%{x) are the (so + i ) t h  row of P2 (x) and g2 (x) respectively.

Set 4>%{x) — / j 0 (x) — S l (x)ao(x) and w l (x) a s o + i (x) — S t (x)dg(x) with ao(x), do(x) being

the first so rows o f f 2 (x), a 2 (x) respectively and / 2°+ t(x ); a ^ ^ f x ) being the first  (so +  i ) th  

rows o f  / 2 (x), 0:2 (x) respectively. Then the algebraic equation (3.2) becomes

0 =  ao(x) + bo(x)z + co(x)u + do(x)9 (3.9)

0 =  (fl (x) + w't (x )8  + S z(x)[aa(x) + bo(x)z + c q ( x ) u  + do(x)9\ (3.10)

fo r  i =  I, 2 , • • p.

Substituting (3.9) into (3.10) leads to

0 =  4>%{x) +  w l (x)9  (3-11)

Considering that the hidden constraints on x  is independent o f  9, we have w %(x) =  0 fo r

i =  1, 2 , ■ ■ ■, p. So the hidden constraint (3.11) becomes

0 =  <t>\x) (3.12)

30

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



S te p  1. Assign <f{x) :=  <fil (x) and carry out Algorithm 3.1 to calculate its generalized 

characteristic number under the constraint (3.9). Then r 1, 4>\{x), <fi\(x), ■ ■ ■, ^ 1- 1(x ), w \ (x ) ,  

■■■, w ^ ^ f f x )  and  e j(x ), e \(x ) ,  ■■■, e^__2 (x) are produced. Now define a±(x) — i _ 1(x),

&i(x) = L p ^ l ^ f i x ) ,  c f fx )  = _ f ix )  and d f fx )  =  L a, 4>1 _̂ f i x ) .

Differentiating <t>\{x) with respect to time leads to fo r  i = 0, 1, • • r 1 — 2

+  wi+i(x )Q +  ei i x )[a o(x ) +  bo(x)z +  c0 (x )u  +  d0 (x)9} (3.13)

and

dt
a\ (x) +  b\ (x )z  +  ci {x)u  +  d\ (x )6 (3.14)

It  follows from  (3.12) that — =  0, from  which, together with (3.13), we obtain the hidden  

constraint 0 =  4>\{x) + w \ ( x ) 6 .

Considering that the hidden constraints on x  is independent o f  6 , we have u>i(x) =  0 and  

the new hidden constraint is 0 =  (f\{x). B y  the same token, it  can be derived that w f(x )  =  0 

and

4>\{x) =  0 (3.15)

fo r  i = 1, 2, ■ ■ ■, r 1 — 1. I t  follows from  (3.15) with i =  r 1 — 1 and (3.14) that

0 =  a i(x )  +  b i(x )z  +  c \{x )u  +  d\(x)9  

Combining (3.9) and (3.16) yields the following algebraic equation

(3.16)

0 =  a 1(x) +  b1(x )z  +  c1(x )u  + d1(x)9

where a x(x)

I f  the matrix 6x(x) c1(c)

(3.17)

a0 (x)
, bx(x) =

b0 (x) 1 / \ c0 (x)
, d1(x) =

do(x)
, c1{x) =

a f fx ) bi(x) C i ( x ) d\{x)

has full row rank sq +  1 , then set k =  2 and go to next step.

Otherwise, terminate the algorithm.
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Step k. Suppose the algebraic equation produced at Step  k — 1 is given by

0 =  ak^ 1(x) +  bk~ l {x)z  +  ck~ 1(x)u  +  dk~l (x )6  (3.18)

Assign <j>{x) f k (x) and carry out Algorithm 3.1 to calculate its generalized character­

istic number under the constraint (3.18). Then r k, <f>g(x), <t>k{x), (j>kk_1(x ); w k(x), ■■■, 

w kk_ i(x )  and eg(x), ek (x), ■■■, ekk_ 2 (x) are produced. Now define ak (x) = Lf^(j>kk_ l {x), 

bk(x) -bbpi0 rk_i(>£); Cfc(^) Tgi<̂rk_^(x) and dk [x^ Cct̂ (f)rrk_ f fx f i  

Differentiating <t>k{x) with respect to time produces

= 4>k+ l( x ) +  w k+1(x)9 + ek (x)[ak 1(x) + bk 1(x )z  + ck 1{x)u + dk 1(x)0] (3.19)

fo r  i =  0 , 1 , ■ ■ ■,rk — 2 and

dfikk__ffx)
dt

=  ak (x) +  bk(x )z  +  ck(x)u  + dk {x)9  (3.20)

It follows from  (3.12) that =  0, from  which, together with (3.19), we obtain the hidden

constraint 0 =  <fk(x) + w k(x)9. Considering that the hidden constraints on x  is independent of  

9, we have w k {x) =  0 and the new hidden constraint is 0 — fik(x). B y  the same token, it can 

be derived that w k (x) =  0 and

4>k {x) =  0 (3.21)

fo r  i = 1, 2, • • •, r k — 1 . I t  follows fro m  (3.21) with i =  r k — 1 and (3.29) that

0 =  ajfc(x) +  bk (x )z  + ck (x)u  +  dk (x )8  (3.22)

Combining (3.18) and (3.22) yields the following algebraic equation

0 =  ak (x) +  bk(x )z  +  ck (x )u  + dk (x )8  (3.23)
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where ak(x) —

I f  the matrix

ak x(x)
, bk{x) =

bk 1(x) ck x(x)
, d k(x) =

dk 1(x)
, ck (x) =

ak{x) h ( x ) Cfc(x) dk (x)

bk (x ) ck {c) has full row rank so +  k, then set k — k  +  1 and go to next 

step. Otherwise, terminate the algorithm.

Algorithm  3.3 is said to be feasible if it term inates at Step k = p  and the  m atrix  lp(x)  cp(c) 

has full row rank  s =  So +  p. I t follows from Algorithm 3.3 th a t in order for solutions to  the 

DAE system  (3.1)-(3.2) to  be impulse-free, the  initial condition x(0) m ust satisfy x(0) £  M  

w ith

M  = {x  e  R n | 4>o(x) =  0, 4>)(x) =  0, and w)  =  0 , for j  — 1, 2 , • • -, r 1 , i  =  1, 2 , • • • ,p }

If A lgorithm  3.3 is feasible, the DAE system  (3.1)-(3.2) is equivalent to  the following DAE 

system

x =  / i ( x )  +  p±(x)z  + g i(x )u  + a i (x )d (3.24)

0 =  a(x ) + b(x)z  + c(x)u + d{x)9  (3.25)

where x  6  M  and b(x) c(x) has full row rank s.

W ith  the assum ption th a t A lgorithm  3.3 is feasible, the DAE system  (3.24)-(3.25) can be 

changed to  lower triangular form by a  feedback u =  7 (x )z  + v  and  th e  following algorithm .

A lg o r ith m  3.4: S ta n d a rd iza tio n

Step 1. Set ip1(x ) :=  h x(x) and calculate the generalized characteristic number q1 of x ) 

under the constraint (3.25). Then q1, ipo(x), ip\(x), ■■■, i p ^ _ 1 (x), <p\(x), ■■■, p ^ _ 1(x) and 

E l{x ) ,  E{{x),  •••, E ^ _  _2 (x) are produced. Now define A i(x) =  L  _ x{x), B \ ( x )  =  Lp1^ i _ l (x), 

C i(x) =  L91^ i _ 1 (x) and D f fx )  =  ^ ^ ( x ) .

Differentiating ip)(x) with respect to time yields

=  ^1+ i ( x ) +  T i+ i(x)0  +  E}(x)[a(x) + b(x)z  +  c(x )u  +  d{x)9] (3.26)
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for  i =  0, 1, • • •,q1 — 2 and

dip1 i_i(a?)
=  -Ai(x) +  £?i(x)z +  C i{x )u  + D\(x)Q (3.27)

Step k. Set ipk (x) := h k {x) and calculate the generalized characteristic number qk o f  ipk (x) 

under the constraint (3.25). Then qk, tpo(x), ipk (x), ■■■, ipkk_ i(x ) ,  <Pi(x )> T q k - i ( x ) 

and E q {x ),  E k{x), ■■■, E kk_ 2 (x) are produced. Now define A k {x) — Lf^ip1k_ 1(x ) ! B k (x ) =  

LPi'ip1qk_ 1(x), C i(x )  = Lg^ip1k_ x(x) and D i{x)  =  L a i^ k_ 1(x).

Differentiating ipk {x) with respect to time leads to fo r  i — 0, 1, ■ ■ -,qk — 2

— +  ipk+i(x )d  +  E*(x)[a(x) + b{x)z + c{x)u + d{x)9} (3.28)

and

dip

dt
A k {x) + B k (x )z  +  C k (x)u  + D k {x)B (3.29)

Algorithm  3.4 term inates a t Step k = m .  Now the following assum ption is made.

b(x) c{x)

B \ ( x )  C \{x )
A s s u m p tio n  3 .5  T he m atrix is nonsingular in U.

B m (x) Cm(x)

The functions (plj ( x )  for j  =  0, 1, ■ ■ ■,r% — 1 and  i =  0, 1, • • -,p, and  ip){x) for j  =  0, 1, 

• ■ •,q% — 1 and i =  0, 1, • • ■ ,m.  form a set of new coordinates, which is guaranteed by Lem m a 1, 

for proof, see [26].

L e m m a  3 .6  Suppose that Algorithms 3.3 and 3-4 are feasible and Assum ption 3.5 is satis­

fied. Then, the vectors

dpi  (x ) , d<p\(x ) , ■ ■ •, d f l i _ x (x) 

d(po(x),d(pl(x),- ■ •, d ^ 2_ 1(x)

<¥o(x ), d(fl{x),  • • ■, d<pfP_ i(x )
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dTpl(x),dipl(x),  • • •, dip2 2_ i(x )

di p™( x) ,  d i p ^ ( x ) ,  • ■ •, i(x

are linearly independent in U .

Please see [26] for the proof of Lem m a 3.6.

A s s u m p t io n  3 .7  n  = r + q w ith  r = r°  +  r 1 +  • • • +  rp and q = q° + q1 + ■ ■ ■ + qm . 

A ssum ption 3.7 is introduced to  avoid the  appearance of zero dynam ics. W ith  A ssum ption

4>{x)
3.7, it follows from Lemma 3.6 th a t th e  function 3>(x 

coordinates, where
ip(x)

constitu tes a  change of

4>{x) (p1{ x ) T  4>2{ x ) T 1p{x)  =
iT

1p1(X)T ip2( x ) T lPm {x)T

for i — 1, • • -,p and ip3 {x) —

for j  =  1 , ■■ -,m.

Set e \  — 4>i(x ) f°r * — 0) ••• ,rk — 1, k  — 1, ■■■,p and £* =  ipk {x) for i =  0,
i  T

1; ■■■,4 ~  1) k  — 1) Let e — p 1 . . .  p 1 
e 0  e r 1 - l ' r P - 1 and £ =

th d-l tm
SO " ■  S g l - 1  • • •  SO

By differentiating e \  and £k w ith respect to  tim e, in  the  new coordinates the  DAE system  

(3.1)-(3.3) can be expressed as follows

e =  0 (3.30)
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y 1 =  CS 

Co = Ci +  

Ci =  C2 + <p \{x )e
(3.31)

• 1
Coi-! =  M { x )  + B i ( x ) z  +  C \{x )u  +  D i(x )9

2/m =  C™

i;7 = z ?  + <p?(x)8

£ ?  = &  + <P?{x)8 (3.32)

: =  Ci
■m
Com

C X i  =  A

■<P^n-!(x)0

~k B y n ix ^ Z  -f- C m ( ^ ) ^  "f" T tTn(p f)9

In order to  apply the  adaptive backstepping technique, the  following assum ption is needed 

to  pu t the  system  (3.30)-(3.32) into lower triangular form.

A s s u m p tio n  3 .8  The matrix

d(f)(x
d x dx d x

dV,n(x)
dx

has constant row rank r  ■ Y lj= 1 Q3 +  i  +  1 f°r * =  0 , 1 , • - •, qk — 1 and k  =  1 ,

di>Hx)
d x

dvHx)
d x

(3.33)

m.

L e m m a  3.9  Suppose that Algorithms 3.3 and 3-4- are feasible and Assumptions 3.5, 3 .7  and 

3.8 are satisfied. Then, in  £ coordinates, the system (3.30)-(3.32) takes the form  of

e =  0 (3.34)

2/ ^ C  0

Co =  Ci +  ¥>i(e,Co)0 

Ci =C2 +^2(e>Co>Ci)6l
(o.ooj

Cq1 —2 =  Cql —1 +  ^ l_ i(e ,C S ,C i, • • • .C q l-2)0

Cql-1  — A \{ x )  +  B \ ( x ) z  +  C \(x )u  +  D \{x)0
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y m  =  C

C  =  £ r + < ( a V - - , r - \ ^

(3.36)

£ q m - 2  — 0 ^ - 1  +  T’q ™ - 1 ( £ ) ' ‘ ' ) ^  1 > £ (P j  ' ' ' i ^ q ^ - 2 ) ^
■t m 
»gn

£grn —1 -^7n(^) -Bm(^ ')2 Crn(*^')^ ~t"

Proof: By carrying out A lgorithms 3.3 and 3.4, the  system  (3.1)-(3.3) is changed to  the 

equivalent system  (3.30)-(3.32). The m atrix  (3.33) takes the form of

d(f>(x) a-iAn(x) d ^ ( x ) dip*(x) dip^{x)
T

de(x)
de de de de de de dx

d<j>{x) dipl(x) ^ 1  _ ■ ,(* ) d ^ { x ) d P t ( x ) dip'fix) di (x)
L ^ d i d i d i d i J dx

(3.37)

for i — 0, 1, • • •, qk — 1 and A; — 1, 

therefore the rank  of the  m atrix

m .  Since the  m atrix

d<p(x) dipn(x) 
de de

d 4>(x) dipl (x)
di di

de
_ i  (x )

dt

9tPn(x)
de

dipnix)
dt

de d i  
dx dx is nonsingular,

d ^ { x )  dtp*(x) 
de de

di>*{x) d<p*(x)
d i  d i

(3.38)

is the same as th a t of the  m atrix  (3.33) for i  — 0, 1, 

m atrix  (3.38), - =  I ,  - =  0,

1 and k m .  In  the

d ifki ( x ) 1 , k =  I and  i = j

| 0 , k I or i ^  j

Since the  rank of the  m atrix  (3.33) or (3.38) is r  +  J fi= i  g-* +  i +  1, =  0 for I > k  andJ o£j
% > j  if I = k, which implies th a t ip!f is the  function of e, £*, • - ■, ^ k~1, ■ ■ •, Therefore, the

system  (3.30)-(3.32) can be expressed by (3.34)-(3.36).

T h e o re m  3 .10  Consider the system (3.1)-(3.3). Suppose that Algorithms 3.3 and 3.4 

are feasible and Assum ptions 3.5, 3.7 and 3.8 are satisfied. There exist a feedback controller
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u — j ( x ) z  + a ( x , 6 ) and an estimator 6 — 9(x ,9) such that the corresponding closed-loop systems  

are asymptotically stable in a neighborhood U o f the origin.

A constructive proof of this theorem  is given in  Section 3.3.

3.3 D esign  o f A daptive Controllers

From A lgorithm  3.3, we know th a t the m atrix b{x) c(x) has full row rank, therefore th ere

exists a sm ooth m atrix-valued function 7 (2:) such th a t  b(x) +  c(x)7 (x) is nonsingular. By 

introducing a  feedback u  =  7 (x )z  + v, the  algebraic equation (3.25) adm its

a(x) +  [i>(x) +  c(x)7 (x)]z +  c(x)v  +  d(x)9 — 0 (3.39)

Solving (3.39) for z  gives

z  =  — [b{x) + c(x)7 (x)] [a(x) -I- c(x)v + d{x)9] (3.40)

As a result, u  can be expressed as

u  =  —7 ( x ) [ 6 ( x )  +  c(x)7 (x)] 1[u(x) +  c(x)v  +  d(x)9] +  v (3.41)

Substitu ting u  and z  (3.30)-(3.32) leads to

e =  0

& = e i + < p \ ( o , e 0)o

=  £2 +  ^(O )

(3.42)

(3.43)

£<d-2  = ^ 1-1  +
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C  =  c + ¥ > r ( o , £ V - - , r - \ ^

(3.44)

£ g m - 2  — £ £ r n - l  +  —1 ( 0 ; £ \  • • • 1 J ? ™ 1  • • •

C - - i  =  K n + (o, e 1, • • •, r -1 , r  )0

w ith Vfc =  ^ fc -[5 fc+Cfe7 (x)][6(x )+ c(x )7 (x)]_ 1a(x )+ {C ,fc-[5 fc+C'fc7 (x)][6(a;)+c(x)7 (a:)]“ 1c(2;)}u 

and <p̂ k(x) =  [-8 * +  Ck7 (x)][6(x) +  c(x)7 (x)]_ 1d(:r) +  D k , for k  = 1 , ■ ■ -,m.

By applying adaptive backstepping technique to  design an adaptive controller, the system  

(3.42)-(3.44) is guaranteed to  be asym ptotically  stable for any unknown param eters. T he brief 

design procedure is as follows.

Step 1.1: Consider the following Lyapunov function

^  =  ^ ) 2 +  ^ ( 0 - £ ) T ( 0 - 5 )

Differentiating V\ w ith respect to  tim e leads to

(3-45)

Now define

<*teo)

Then, (3.45) becomes

^l1 =  - 4 ( £ o ) 2 +  fo ( f  1 -  “ 1) +  (° ~  W  ^ Ti -  f  ^  (3-46)
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Step l.A; +  1: Consider the following Lyapunov function

Vk+1 = Vk + l- { e k ~ a i f

Differentiating w ith respect to  tim e yields

Vk+i - cj ( t j  -  a ) ) 2 +  (&  -  Qfc)(£iLi -  Qi+ i)
j = 0

+  p  (Q — 9)T + ^ l+ i  f r r ^ +1-

where we define

=  -4(Cfc ~ a l) -  (€k-i ~ a k~i)

- v l + i + r ^ T l  + r A l +1 ( w l +1)T 
0 6

ujU i =  V k + i 8 - J 2 ^ t t } + i + v]+i8)
j =o

Dt+i =  f̂c +  ( ^ - a f c ) ( OTfc+i)T

l l v - ' ^ a ic l
w fc+1 =  < P k+ i-2 ^ -^ r < P j+ i  

j —0 a ?j

• f̂c+i =  H  + (€l ~ od

w ith Qq =  0 .

S tep i . k +  1: Consider the following Lyapunov function

n % i =  ^  +  ^ a - 4 )2

Differentiating V£+1 w ith respect to  tim e yields
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i - 1  9 - 1

EE
2=1 3=0

fc+x =  - E E 4 ( ^ - 4 ) 2 +  E ( ^ - a i ' ) ( e E i -
/=i

a;, , ) + E 4 ( Q " “ j ) 2 (3 '5°)V - l ^  1
3= 0

+  (£fc ~  a fc)(^fc+l ~  a fc+l) +  [p(0 ~  ^ )T +  ^A:+l](rTfc+1-  9)

where we define

~ ck(^k ~  a k) ~  (£fc-l ~  a l - l )  

~ v k+1 +  r _ ^ Tfc +  rAJ.+i(r!7fe+ i ) :3
50

i —1 91 —1

Ufc+1 

Tk+1 

w k+ 1 

\*Ak+ 1

dad fe-i 5 a l= - EE vt«S+i + d+d) - E + d+d)
2=1  3 = 0  u$j  j = 0  a ?3

=  Tfc +  (£fc ~  a \ ) { w \+ l)T

i  W '  I V '  i= ^ i - E E ^ r E - E i ^ i
2=1 j = 0 3=0

do*
=  A*fc +  ( f t - a * ) - ^  

off

w ith  dg =  0  and =  V; for I = 1 , • • • i.

The itera tion  holds on at Step m .qm . I t is obvious th a t the feedback controller

v i  = a gi ( e , - - - , r , o )

V2 =  a 2q2 ( e , e , - - - , r , 9 )

v m = a $ n ( e , e ,  ■■■,?*,e)

(3.51)

and the param eter estim ator

make negative definite, therefore guarantee the  asym ptotic stability  of the  closed-loop 

system  in a  neighborhood U  of the  origin.

W ith  the controller (3.51) and the  param eter estim ator (3.52) in £ coordinates, we will ex-
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press them  in term s of the original coordinates x .  For convenience, let A (x )  = A t  ■■■ A t

with Ak(x) = A k -  [Bk +  Ck-y(x)][b(x) +  c(x)j(x)] 1a(x), C (x)  =  

Ck =  Ck -  [Bk + Ck7 (x)][6(x) +  c(x)7 (x)]_ 1c(a;), V  =

c l

V.T V 2r m

c l

for k — 1,

T
w ith

,772.

Therefore, the controller u  in the  original coordinates is uniquely determ ined as

u = /y (x )z  + C ~ l {x) \V  — A(x)} (3.53)

where the  nonsingularity of C(x) is guaran teed  by the nonsingularity of b(x) + c(x)^f(x), As­

sum ption 3.5 and the following equation

b(x) +  c(x) -y(x) 0 b{x) c (x )

B ^ x )  +  Ci(x)-y(x) Cx
—

B x ix ) C!(X)

_ B m (x) +  Cm(x ) l{ x ) Cm _ Bm {x) Cm (x)

I  0

j ( x )  I

I  — [6 (x) +  c{x)^{x))  1c(a;) 

0 I

3.4 Sim ulation Study: C onstrained M anipulator w ith  F lex ib le  

Joints

In th is section, a constrained robotic system  will be studied as an  exam ple to  illustra te  the  

methodology proposed in this chapter. Consider a constrained two-link robotic m anipu lato r 

w ith two flexible joints [39]. Suppose th a t  th e  end-effector is in contact w ith  a  s traigh t line 

constraint. Its dynamic model is expressed as

M{q)q + 0 { q ,q ) + g ( q )  + K q - K O  =  6 (g)A (3.54)

R 9  + DQ — K q  + K 9  — u  (3.55)

<j>(q) =  0 (3.56)

where q =  (qi,q2)T contains the link angles, 9 =  ( $ i ,02)T the  ro to r angles, and u =  (U\,U2 )T

the two inputs to  the  jo in t motors. R , K  and D  are the inertia  m atrix  of jo in t m otors, the
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m atrix  of spring stiffness and the jo in t friction coefficient m atrix  respectively, w ith  the  value 

R  — diag il,  1), K  =  diag{ 100,100) and D = diag(d, d). We assum e d as an  unknown param eter 

w ith the tru e  value 0.1.

The m anipulator inertia m atrix  is

M (q)
{h )2rri2 +  2h l 2m 2 cos(<72) +  (h ) 2{rni + m 2 ) (Z2)2m 2 + h l 2m 2 cos(g2) 

(l2)2m 2 +  h i 2m 2 cos(q2) ( h ) 2^ 2

and the Coriolis, centrifugal and gravity term s are com bined as

P{q,q) + g{q) =
- m 2ZiZ2g2(2gi + q2) sin(g2) +  g m 2l2 cos(gi +  q2) + g h ( m i  + m 2) cos(gi) 

m 2l i h ( q i ) 2 sin (q2) +  g m 2 l2 cos(91 +  q2)

where the  param eter values are h  — l2 =  0.3 m, m i  = m 2 =  1 kg, and g =  9.8 m /s 2. 

Its  Jacobian m atrix  is given by

b(q) =
Zi(cos(<7i) +  A sin (g i)) +  Z2 (cos(gi +  q2) + A sin (q i  + q2) 

Z2 (cos(gi +  q2) +  A sin(gx +  q2)

T he constrain t is assum ed to  be a straigh t line described by

4>{q) = y — A x  -  B

where A  — — 1 and B  =  0.28. Rew rite the  straight line constrain t in  jo in t angles

(j>(q) =  Zi(sin(gi) -  A cos(gi)) +Z 2(sin(gi +  q2) -  Acos(q i  +  q2)) -  B  — 0

It is easily seen th a t the system  (3.54)-(3.56) is a DAE system . In  the  following, A lgorithm s 3.3 

and 3.4 will be applied to  convert th is DAE system  into an  ODE system  and then  an adaptive 

stabilizing controller will be designed.

Let x \  — q \ , x 2 — < 7 2 ,^ 3  =  9 1 , ^ 4  =  91 ,^5  =  # 1 , 2 : 6  =  # 2 , 2 : 7  =  #1, x g  =  # 2  and z — As a 

result, the  system  (3.54)- (3.56) can be p u t into the  following form
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XI

X2
T

X 3 X4

X 3

X4

M ~ 1 ( x i , x 2 ) N ( x i , X 2 , x 3, x 4, x 5, x6) +  M ~ l { x i ,  x 2 ) b ( x 1 , x 2 ) z

x 7

X8

u \  +  lO O x i  — IOOX5 — d x  7 

U2 +  100x 2 — 100x 6 — d x  8 

<t>(x l , x 2 )

X5

x 6

X?

i s

0

where N ( x  1, x 2, X3 , x 4, x 5, x 6) =  —/3(x i, x 2, x 3, x4) -  5 ( x i , x 2)

Perform ing A lgorithm  3.3 on 0 =  <f)(xi,x2) gives 7-1 — 2 , >̂0 ( x r , x 2) =  Zi(sin(gi)—Acos(<2,l))  +  

Z2 (sin(g'l^-g2)-A cos(< 7l+<2'2))--B , <̂ 1( x i , x 2) =  Zi(x3 c o s ( x i ) + A x 3  sin(x i))+ Z 2 ((x3+ x 4) cos(x i +  

x 2) +  A ( x 3  +  x4)s in (x i +  x 2)), a(x) =  $ 1  +  $ 2 M _ 1 ( x i , x 2)Ar( x i , x 2 , x 3 , x 4 , x 5 , x 6), 6(x) =  

$ 2 M " 1 ( x x , x 2 ) 6 ( x i , x 2 ) , c  =  0 , and d  =  0 where

lOOxi IOOX5
+

100x2 100x 6

$1  =  -Z i(x 3)2 s in (x i) +  A l \{ x 3) 2 cos(xx) -  Z2(x3 +  x 4)2 s in (x i +  x 2) +  A l2 (x3 +  x 4)2 cos(x i +  x 2)

$ 2 =  [Zi cos(xi) +  A l2 s in (x i) +  Z2 cos(xi +  x2) +  A l 2 s in (x i +  x 2), l2 cos(xi +  x 2) +  A l2 s in (x i +  x2)]

Solving algebraic equations 0 =  <fi0 ( x i , x 2) and 0 =  </>i(xi,x2) for Xi and x 3 gives x \  = P ( x 2) 

and x 3 = Q { x  1, x 2 , x4) where

P (x 2) =  arcsin B  -  b y j  ( a ) 2 +  (Z/ ) 2 — B 2^  / ( ( a )2 +  (Z/)2)^

Q ( x i , x 2 , x 4) =  - x 4 (Z2 cos(xx +  x 2) +  AZ2 sin (x i +  x 2)) / ( / !  cos(xi)

+ A l\  s in (x i) +  l2 cos(xi +  x 2) +  A l 2 s in (x i +  x 2))
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w ith a — 11 +  I2 cos(x2) +  AI2 sin(x2) and b! =  —Al\  +  I2 sin(x2) — A I2 cos(x2).

Solving the algebraic equation 0 =  a(x) + b(x)z  yields z  = —b~1(x )a (x) .  By substitu ting  z, 

x \  and X3 into the original system , th e  following ODE system  is obtained, which is in the  lower 

triangu lar form.

x 2 =  x4

* 4  =  X 2 l { x \ i x 2 ) x 5 +  X 2 2 ( x 1 j x 2 ) ^ 6  +  « 2 ( x i ,  X 2 , X 3 , X 4 )

x 5 =  x 7

±6 =  Xs

x 7 = u \ +  lOOxi — IOOX5 — dx  7

Xs =  U2 +  100x2 — 100x6 — dx  8

where

X11 X12 =  M  1( x i , x 2)
100

X21 X22 V 100

-&(xi,x2) [$2(xi , x2)M 1(xi ,x2)6(xi , x2)] $ 2(x i , x2)M 1(xi , x2)
100

100

Kl K-2 =  M  ( x i , x 2) -/3(xi, x 2, x 3, x4) -  g{x 1, x 2) lOOxi 100x2

The desired link angles (51, 52) and  ro to r angles (0i , 02) are assum ed as (115.73°,0) and 

(115°, 0) respectively. T he desired contact force A is set to  be 3.187 N. Introducing the change 

of coordinates of x i =  x i — 2.0199, x 2 =  x 2 ,X3 =  X3 ,x 4 =  x4,xs  =  X5 —2.0071, X6 =  X6, x 7 =  x 7, 

x8 =  xs yields the following system  w ith  the  origin as the equilibrium  point

x2 =  x4

X4  =  X 2 i ( x i , x 2 ) ( x 5 +  2 . 0 0 7 1 ) + X 2 2 ( x i , X 2 ) x e  +  K 2 ( x 1 , x 2 , x 3 , x 4 )
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x 5 — x 7

X6 =  X$

x 7 — u \  +  lOOxi — 100 (2:5 +  2.0071) — dx  7

Xg =  U2 + 100x2 — 100x6 — dx  8

T he controllers u \  and U2 are given as

- da 4 • da& ■_ d a 4 1
u \ — - c 6 (x7 -  a 4) -  (x5 -  a 2) -  lOOxi +  100x5 +  200.71 +  d x 7 +  x 2 +-qX~ x 4 +-qX~ %5

, dag 1  da4 1  da4 1
U2 = - c 7(xs -  a5) -  (x6 -  ag) -  100x 2 +  100x 6 +  dxg +  x 2 + ^ ~  ^4  + ^ T  ^6

and the param eter estim ator is given as

d=  —7 [(x7 -  a 4)x 7 +  (x8 -  a 5)x8]

where

a i  =  -C 1X2

a 2 =  -C 2X211 (^4 - a i ) - X n (^2  + 2.0071x21 +  « 2)

c*3 =  - C 3 X 2 2 &  -  “ l )  -  c l X 2 2 S 4

_ _ Oct2 1 dot2 1a 4 =  -C 4 (x5 -  a 2) -  X2l ( x 4 -  a l)  + q X -  x 2 + -Q X -x 4

a 5 =  - c 5 (x6 -  a 3) -  X22(^4 -  a i )  +  x 2 X4

Suppose the initial conditions are g(0) =  0(0) =  (110.66°, 10°). T he sim ulation results are 

shown in Figure 3-1. I t is clear th a t  the  link angles converge to  th e  equilibrium  point (115.73°, 0) 

on the constraint line. T he ro tor angles converge to (115°, 0) to  offset the  gravity effects. T he 

estim ation of the  unknown param eter d converges to  its  tru e  value 0.1 very quickly. The contact 

force converges to  the  desired value 3.187 N. In the  transien t perform ance, the  contact force is 

always positive, which implies th a t the contact is m ain tained  th roughout the  motion.
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Figure 3-1: Responses of the  constrained m anipulator w ith flexible joints
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3.5 Conclusion

T he adaptive control problem  has been solved for nonlinear DAE systems. Following th e  ap­

proach we developed in th is chapter, we can design an  adaptive controller for a nonlinear DAE 

system  w ith unknown param eters appearing linearly in both  differential and algebraic equa­

tions. Our methodology consists of th ree algorithm s, by which th e  original system  has been 

transform ed to  one equivalent system  w ith  lower triangular form. A daptive backstepping is ap­

plied to  design the adaptive controller, which guarantees the global asym ptotic stability  if the 

change of coordinates is defined globally. T he example is given to  illustra te  the m ethodology 

proposed in this chapter.
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Chapter 4

Experim ental Study: Set Point 

Control of Parallel R obot

4.1 Introduction

In this chapter, one parallel robotic m anipulator will be studied as an  example of differential 

algebraic equation (DAE) systems. The nonlinear controller is designed by the  backstepping 

technique and also im plem ented on the  experim ental system. The experim ental system  is shown 

in Figure 4-1.

The m echanisms of parallel robots are also known as closed kinem atic chains [5]. F igure 

4-2 shows p lanar examples of a parallel robot and  a serial robot. Different from serial robots, 

the links of parallel robots are connected in series as well as in parallel com binations forming 

one or more closed-link loops. Typically, not all the joints of parallel robots are actuated . 

Generally, for parallel robots, the ac tua to rs are placed lower in the link chain. This makes the  

moving p arts  lighter which leads to  greater efficiency and faster acceleration a t th e  end-effector. 

Parallel robots also offer greater rigidity  to  weight ratio , which makes greater payload handling 

capability for the same num ber of ac tuators. Paralle l robots are more su itab le for fast assem bly 

lines, flight sim ulators and  robotics m achining, etc.

A parallel robot can be considered as a  DA E system. For a parallel robot w ith  n  dof and  n'  

joints, we can obtain  a DAE system  w ith n'  differential equations and n ' — n  algebraic equations. 

Through solving the DAE system , we can get an  O D E system  w ith n  independent differential
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Figure 4-1: Parallel R obot
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Serial Robot
Parallel R obot

Figure 4-2: Parallel R obot and Serial Robot

equations and n  independent s ta te  variables. In  our case, n  =  2 and rt! =  4, so we can get a 

DAE system  w ith  four differential equations and  two algebraic equations.

In this chapter, we are going to  design a  nonlinear controller by the  backstepping technique 

for the parallel robot based on the  dynam ical model derived in [5]. The designed controller 

will also be im plem ented and bo th  of the  sim ulation and experim ent results will be shown. For 

comparison, the  sim ulation and experim ental results of the PD  controller will be also shown.

4.2 E xperim ental Setup

T he experim ental system , parallel robo t, is shown in Figure 4-1. It has four links connected 

through revolute joints. Two of th e  links, Link 1 and Link 2 are ac tua ted  w ith  DC m otors while 

the o ther two are passive. T he m otors are driven by two H-Bridge circuits, which are controlled 

by PW M  signals from the  com puter. T he robot is controlled by PC  w ith  two DAQ (d a ta  

acquisition) boards (PCI-6024E and PCI-M IO -16E), which are plugged in PC I slots inside the 

com puter. These two DAQ boards are connected w ith  two SCB -68  connector blocks th rough
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Figure 4-3: D iagram  of the control system

shielded cables. The boards and connector blocks w ith  cables are from N ational Instrum ents.

T he m otors are from Kollm orgen M otion Technologies G roup w ith  the  gear ra tio  99 to  1 

and th e  peak torque 17.1 N-m. T he optical encoders are built in th e  m otors w ith the  resolution 

of 1000 pulses per revolution.

Position feedbacks of Link 1 and  Link 2 are provided by the  optical encoders. Two analog 

low pass filters are used for filtering the  signals from the encoders.

T he controller is im plem ented by using Visual C + + . T he sam pling period is controlled 

by a tim er in Visual C + + . T he controller is designed w ith feedback of link positions and  link 

velocities. Velocity feedbacks are calculated digitally based on the  position m easurem ents. Two 

digital low pass filters are introduced for velocity calculation, which are given by

Vk+i =  (Pk+i ~ P k  + T u fc) / ( r  +  T ) (4.1)

where vk and Vk+i are the angular velocity a t the  sam pling instan ts k  and k  +  1 , pk and Pk+i 

are the  position m easurem ents of th e  links a t the sam pling instan ts k  and k  +  1 , respectively. 

T  is the sam pling period, and  r  is th e  tim e constant set as 0.1.

In each sam pling period, the  com puter obtains the  current positions and velocities of Link 1 

and Link 2, calculates the  control inpu t in term s of du ty  cycles of the  PW M  signals, and sends 

the PW M  signals to driver boards to  control the DC m otors. T he whole control system  works
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in the  way illustra ted  in Figure 4-3.

In the  experim ent, we set the sampling period as 10 milliseconds, which is fast enough to 

follow the  movement of the  robot and also adequate for the com puter to  finish reading signals 

from th e  boards, calculating and sending signals back to  the boards. T he driver b o ard ’s voltage 

is 15 volts, which is the  m axim um  voltage th a t the driver board  can provide for the DC m otors.

4.3 M athem atical M odel

The dynam ical model of the  robot, presented in [5], is described as follows

D '(q ') q +C '(q', q )q  +  g '{q )  =  ^  (q )X  +  u'

0 =  4>{q)

(4.2)

(4.3)

where q' — q1 q2 q3 g4 is the  vector of the  generalized coordinates, v! = u T 0 0 

w ith u  th e  torque vector of the  m otors , D '(q ') G i?4x4 is the  inertia  m atrix, C ' (q', q') G 

R 4 represents the  centrifugal and Coriolis term , and g'(q') G I?4 is the gravity vector, 4>(q') 

represents the constrain ts by n ' — n  =  2 independent algebraic equations, <^>(q') is the Jacob ian  

m atrix  of <f>(q'), A is th e  vector of Lagrangian m ultipliers and  4>T (q')X represents the constra in t 

generalized force vector. <f)(q') is a t least twice continuously differentiable. T he m atrices D  (q1), 

C ’{q',q')i g(q)> <!>W) an(i  4>g'(q0  are given as follows

C t f A '

d n 0 di3 0

D \q ')  =
0 0 ^24

dzi 0 ^33 0

0 ^42 0 d44

M 3 0 h\ {qi +  <?3)

0 M 4 0

- M i 0 0

0 - M 2 0

h2 { h  + 94) 

0 

0

(4.4)

(4.5)
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where

g { q )

(m ill  +  m 3a i)  cos(gi) +  m 3l3 c o s ( q i  +  <?3) 

(m 2l2 +  m 4a 2) cos(g2) +  m ^l4 cos(g2 +  94) 

m 3Z3 cos(gx +  <J3 ) 

m 4l4 cos(g2 +  94)

(4.6)

a 4 cos(gi) +  a 3 cos(gi +  g3) -  c -  a 2 cos(g2) -  a4 cos(<j2 +  g4) 

a i  sin(gi) +  a3 sin(gi +  g3) -  a2 sin(g2) -  a4 sin(g2 +  g4)

d \i  — m i( l i ) 2 +  m 3 ^ (a i)2 +  (^3)2 +  2a 4/3 cos(g3) j  +  /1  +  / 3

di3 =  m 3 ((Z3)2 +  a 4Z3 cos(® )j +  I 3

d22 — m.2(l2)2 +  m 4 ((a 2)2 +  (i4)2 +  2a2l4 cos(g4) j  +  J2 +  I 4

d24 — m 4 ((Z4)2 +  a2U cos (94)) + h  

d3i — d\z 

^33 =  m 3 (l3) 2 + 13

d^2 =  d24,

d u  =  m 4(l4)2 +  / 4 

hi = - m 3a il3 sin(q3) 

h 2 — —m 4a 2Z4 sin(g4)

-  0 (4.7)

As defined in Figure 4-4, m i, ai, and k  are th e  mass, length of link i and distance to  the 

center of mass from the  previous joint, respectively. T he inertia of link i abou t th e  line th rough  

the center of mass parallel to  the  axis of ro ta tio n  is defined as Ii. T he param eters corresponding 

to  Link 2 and Link 4 are sim ilar to  the  param eters of Link 1 and Link 3. T he value of those 

param eters are m easured and given in Table 4-1. T he distance between the  shafts of th e  two 

m otors is given by c =  0.4240 m and the  gravity  constant is g — 9.81 m /s 2.
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Figure 4-4: Link 1 and Link 3 of the  parallel robot

Link i mi (kg) ai (m) k  (m) Ii (kg-m2)

1 0.1950 0.4600 0.3367 4.567 x  10“ 3

2 0.1950 0.4600 0.3367 4.567 x  10~3

3 0.2538 0.4600 0.2400 8.626 x 10“ 3

4 0.2538 0.4600 0.2400 8.626 x 10“ 3

Tab 4-1 Link P aram eters

Obviously, th e  system  (4.2)-(4.3) is a  DAE system. In  the next section, bo th  PD  controller 

and nonlinear stabilizing controller will be given for the system  (4.2)-(4.3).

4.4 Controller D esign

Considering the DAE system  (4.2)-(4.3 ), we can convert th is DAE system  into the  following 

ODE system  by the m ethod introduced in C hap ter 3. The equivalent ODE system  (4.8) has 

two independent controlled variables, q\ and q?.

D (q') q +C{q', q')q +  g{q') =  u  (4.8)
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where

D (q )  =  p(q')TD ’(q ) p (q )

C ( q ' , q ') =  p(g/)TC''(g',g/)p(9/)+p(<?')T'-d , (Q/)p(9/)

5 (9') =  p{q' )T g ' (q ' )

(4.9)

(4.10)

(4.11)

w ith q' —  q x q 2 q 3 g4 and q = q x q 2 and p(q') and p(q') are given in (4.12) and 

(4.14) below. At th is point, in order to  convert the original DAE system  into the ODE system  

(4.8), we also need p (q )  and the expression of g3 and 54 in term s of q\ and 52, which are given 

as follows.

where

p (? )  =  V y V )

0 0 

0 0 

1 0 

0 1

(4.12)

Vy (1,1) 'Ipq’i 1 , 2 ) —a 3 sin(gi +  q3) a4 sin(q2 + q4) 

ipg, ( 2 , 1 )  ipq, ( 2 , 2 ) a 4 c o s (g i+ g 3) - a 4 cos(g2 +  q4)

1 0  0 0

0 1 0  0

(4.13)

w ith V y (l, 1) =  —a i sin(gi) -  a 3 sin(gi +  q3), -0 / (1 ,2 ) =  a2 sin(g2) +  a4 sin(g2 +  g4), ip , ( 2 , 1 ) =

01 cos(gi) +  a 3 cos(gi +  <?3), ip , ( 2 , 2 )  =  - a 2 cos(g2) -  a4 cos(g2 + g 4).

p W )  =  - V y H g )  ipq> ( q , 9 ) p ( q ' ) (4.14)

and q4, g3 are calculated as

g4 =  tan  1 ( +  t a n " 1 f  _

\A(Q1 >Q2 )J \  C (q i,q 2) I
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53 =  tan ’

where

-l /  At(gi, g2) +  a 4  sin (52 +  54) \  
\A (g i,g 2) + a 4 cos(g2 + g 4) /  91

-4(91,®) =  2a4A(5i, 52)

£ ( 91, 92) =  2a4/r(5i, 52)

<^(91, 92) =  (03 )2 -  (a4)2 -  A(gi,g2)2 - ^ ( g i , g 2) 2

4(91,92) =  a 2 cos(52) -  a i  cos(gi) +  c

^(91,92) =  a 2 sin(g2) -  a is in (g i)

Assign x i =  51 — gf, x2 =  g2 — 92, ^3  =  91, a:4 =  92 w ith qf and q$ being the desired angle

of qi and  g2 • Therefore, the system  (4.8) is rew ritten  as

(4.17)

(4.18)

H (x  i ,X 2 ,X 3 ,X i) + v  (4.19)

where H (x  1, £ 2 , X3 , x 4) =
T

- 1=  —D ~ 1 (q')C(q', q')q(^ 1 , X2 , X3 , X4) 7/2 , X2, X3 , X4)

D ~ 1(q,)g(q') and v  is the new control inpu t w ith  v — [ v\ u2 ]T = D ~ 1 (q')u. By applying 

the  backstepping technique to  design an  controller, the  system  (4.17)-(4.19) is guaran teed  to  

be globally asym ptotically stable. This design is based on a recursive procedure. In  each step, 

a Lyapunov function candidate is constructed  and  by choosing a controller a, the  derivative of 

the  Lyapunov function candidate is m ade negative definite. T he design procedure is as follows: 

Step 1: Choose the  Lyapunov function candidate

4 i =  ^ l ) 2 +
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D ifferentiating V\ w ith respect to  tim e yields

V l=  - c i ( x i ) 2 -  c2 (x 2) 2 + x i ( x 3 -  a i )  +  x 2 (x4 -  a 2)

with c i , c2 are positive num bers and

Ql =  —ClXl

ol2 =  — C2X2

Step 2: Choose the Lyapunov function candidate

V2 = Vi +  i ( x 3 -  a i ) 2 +  ^ (x 4 -  a 2) 2

D ifferentiating V2 w ith respect to  tim e yields

V 2  =  - c i ( x i ) 2 -  c 2 ( x 2 ) 2 +  x i ( x 3 -  a i )  + x 2 ( x 4 -  a 2 )

+ (x 3 -  a i ) ( H i  +  v i -  d i)  +  (x4 -  a 2 ) ( H 2 +  v 2 -  a 2 ) 

= - C i ( x i ) 2 -  c 2 ( x 2) 2 -  c3(x3 -  Oil) 2 -  C4(x 4 -  a 2) 2

with c3,c 4 are positive num bers and the controller v

v  —
v x

V2

- c 3(x3 -  Oil) - X i -  H i+  a i  

 ̂ - c 4 (x 4 -  a 2) -  x 2 -  H 2+ ol2
(4.20)

The control (4.20) makes the  derivative of V2 negative definite, which m eans th e  correspond­

ing closed-loop system  (4.17)-(4.19) and (4.20) is stable. T he control inpu t u  is described by

v  as

u = D {q )v

Therefore, the system  (4.8) is stabilized by the control in p u t u.

(4.21)
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For com parison, we also give the  PD  control for the system  (4.8) by

u =  g(qd) +  K p(qd - q ) -  K vq

qf qd
T

is the desired configu-where K p and K v are selected to  be diagonal m atrix, qa 

ra tion  and  g{qd) is the  gravity vector, which is calculated off-line.

As for experim ents, the control inpu t is not u, the torques applied to  the  joints. The direct

control inpu t is the  arm ature voltage of the DC m otor. Therefore, in order to  im plem ent our 

designed controller in term s of the to rque of the  motor, we need to  convert the  torque in to  the 

arm ature voltage of the DC motor. The conversion formula is given as follows

C K
u  =  ^ r ( Va -  K eG u)

where u  is th e  torque applied a t the  jo in ts, G — 99 is the gear ra tio  of the  m otor, K t is the 

torque constant w ith  the value 2.28 N -cm /A m p, K e is the back EM F constant w ith th e  value 

2.39 vo lts/kR P M , R  is the arm ature resistance w ith  the  value 0.640 Ohms, ui is the  angular 

velocity of the  m otor shaft and Va is the  arm atu re  voltage of th e  m otor we apply. T hrough the 

arm ature voltage Va, we can control the  real system  from point to  point.

4.5 Sim ulation and E xperim ental R esu lts

Simulations and experim ents are carried ou t for bo th  PD  controllers and nonlinear stabilizing 

controllers on th e  parallel robot. T hree sets of sim ulations and experim ents are perform ed for 

three configurations shown in Figure 4-5, F igure 4-6 and  Figure 4-7 .

For the  first set, the  control objective is to  achieve position control w ith  PD controllers of

K p — diag( 11,11) and K v — diag{2, 2) and  nonlinear stabilizing controllers of c\ =  10, ci =  10, 

C3 =  12 and C4 =  13. The initial configuration is set as qi =  150°, <72 =  160° as Figure 4-6 and 

the desired configuration is qf =  90°, qd — 100° as Figure 4-5. T he gravitational term  g(qd) is
i  T

calculated to be -0.2404 -0 .801 T he sim ulation results are shown in Figure 4-8 and 

Figure 4-9. The experim ental results are given in F igure 4-10 and F igure 4-11.

T he sim ulations and experim ents are  also perform ed to  achieve position control w ith  the
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Configuration 1
qi=90° q2=l00° 
q3=-23° q4= i 1°

Figure 4-5: C onfiguration 1 of Parallel Robot

Configuration 2
qr=l50° q?=i60° 
qs^-960 qr=-55°

Figure 4-6: Configuration 2 of Parallel Robot
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■77-

Figure 4-7: Configuration 3 of Parallel R obot

initial configuration of q\ =  90°, q2 =  100°, the  desired configuration of q f — 150°, q$ =  160°, 

and g(qd) =  —1.4273 —1.8612 - T he control gains for PD  controllers are kept the sam e

with K p — diag{ 11,11), K v =  diag{2,2), bu t for the nonlinear stabilizing controllers, c\ =  14, 

C2 =  14, C3 =  19 and C4 =  20 . T he sim ulation results are provided in F igure 4-12 and F igure 

4-13. T he experim ental results are shown in F igure 4-14 and Figure 4-15.

For the  th ird  set, the  sim ulations and experim ents are perform ed to  achieve position control 

w ith th e  initial configuration of q\ =  90°, 52 =  100°, the  desired configuration of qf =  120°,
iT

<?22 =  130° as Figure 4-7, and  g{qd)d\ - . This tim e, the control gain is0.9880 -1 .0916

set as K p = diag( 11,11), K v =  diag{2,2) for PD  controllers and c\ — 14, C2 =  14, C3 =  15 and  

C4 =  20 for th e  nonlinear stabilizing controllers. T he sim ulation results are shown in F igure 

4-16, F igure 4-17. F igure 4-18 and  Figure 4-19 provide the  experim ental results.

From the given results, we can see th a t  th e  sim ulation and experim ental results show th a t  

bo th  th e  nonlinear stabilizing controller designed by backstepping and th e  PD  control work 

well on th is parallel robot. T he experim ental results fit well w ith  the  sim ulation results and 

the transien t responds, setting  tim es are satisfactory.

The responses of the  experim ents are little  slower th an  the  sim ulations, which are due to
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the fact th a t, a t the beginning, the expected control inpu t voltages according to  the  sim ulations 

are around 40 volts or higher, while the  m axim um  voltage we can provide from th e  driver board  

to  the DC m otor is only 15 volts. T here are also some voltage drops in the  circuits and  the 

actual o u tp u t voltage of the driver boards are around 14.4 volts. Such phenom ena exist for 

bo th  backstepping and PD  control scheme.

T he steady  s ta te  control efforts in experim ents are sm aller th an  those in the  corresponding 

sim ulations, which is more obvious in the  second and th ird  sets of experim ents due to  different 

steady s ta te  configurations. The existing friction th a t  has not been considered in our model 

is the m ain reason. Due to the existence of friction, there is no need of th a t  high control to  

balance the link’s gravitational torque.

Since the  m axim um  voltage of the driver board is m uch sm aller th a n  the  expected voltage, 

it is reasonable th a t the control efforts last for around 0.3 seconds in  the m axim um  voltage for 

the first and second set of experim ents. T he lasting tim e is much sm aller for the  th ird  set of 

experim ents, which is reasonable, considering th a t the  in itial error is only 30° for the th ird  set 

of experim ents instead of 60° for the  first and second set of experim ents.

There exist the  steady  s ta te  errors abou t th ree to  four degrees in  the  experim ental results 

for the second and th ird  sets of experim ents. This is caused by the inaccurate m easurem ent for 

some system  param eters and another reason is th e  friction th a t has not been taken into account. 

For the  PD  control scheme, the errors are caused directly by the gravitational com pensation 

term  g(qd). T he required gravitational com pensations of the  Configuration 2, 3 are much larger 

th an  th a t of the first set. This is why there are no or quite small errors in th e  first set of 

experim ents. For backstepping control scheme, we can increase the control gains ci, C2 , C3 and 

C4 to  decrease the  steady s ta te  errors. B u t considering large control gains will lead to  high 

arm ature current, the control gains can not be too large w ith  our power supply’s m axim um  

current being 3.5 Amp. T here m ust be a  trade-off between the  error and the  arm atu re  current.

4.6 C onclusion

In this chapter, we design and im plem ent a nonlinear stabilizing controller by the backstepping 

technique on the  parallel robotic system . T he parallel robotic system  is considered as a  DAE
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Figure 4-16: Point to  Point Control, Sim ulation Results: P D  Scheme, from q\ =  90°, <72 — 100° 
to  qf =  120°, qf =  130°
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Figure 4-17: Point to  Point Control, S im ulation Results: B ackstepping Scheme, from q\ =  90°, 
g2 =  100° to  qf =  120°, qi =  130°
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Figure 4-18: Point to  Point Control, E xperim ental Results: P D  Scheme, from q\ =  90°, <72 =  
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Figure 4-19: Point to  Point Control, E xperim ental Results: B ackstepping Scheme, from  q\ — 
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system . We convert this DAE system  into an  equivalent ODE system  so th a t  the  backstepping 

design m ethod is applied. B oth  sim ulation and  experim ental results are perform ed for the 

backstepping control scheme. For com parison, the  PD  control scheme is also perform ed for bo th  

sim ulation and  experim ent. T he experim ental results for bo th  backstepping and PD  control 

scheme are reasonable and almost agree w ith  the  sim ulations results. M ore sophisticated model 

including friction and more accurate m easurem ents of the system ’s param eters shall improve 

the perform ances. In  the future work, we will take the  adaptive control scheme on this parallel 

robotic system , by which the system  param eters can be estim ated by the  controller instead  of 

being m easure physically.
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Chapter 5

Conclusion

In this thesis, two theoretical topics are studied and an practical application is perform ed. 

The adaptive control for b o th  M IM O nonlinearly param eterized system s w ith  nested triangu lar 

structu re  and a class of nonlinear DAE system  w ith unknown param eters are studied based on 

adaptive backstepping. T he developed methodologies can guarantee the global stab ility  of the 

corresponding system s. As a  practical application, the nonlinear stabilizing controller designed 

by backstepping is im plem ented on a  parallel robot. T he sim ulation and  experim ental results 

are given and analyzed. T he perform ances of the controlled system  are satisfactory.

Besides the  theoretical derivation, physical examples m aybe need to  be  found to  illustra te  

the developed m ethodology in C hap ter 2 in the  fu ture work. In  C hap ter 3, we m ade several 

assum ptions th a t  seemed a little  b it s tric t. T he release of those assum ptions is challenging. As 

for the  set point control of the  parallel robot, more sophisticated m odel including friction and 

more accurate m easurem ent will be taken  into account. A daptive control scheme will also be 

taken to  estim ate the  system  param eters, which is expected to  give b e tte r  perform ances.
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